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Abstract
Radiation detectors, like doped NaI, are commonly used in the field for the determination of gamma dose-rates. In most cases, and even though these systems generally allow one to record the full gamma spectrum between 0 to around 3 MeV, this dose-rate is computed from the count rates recorded in a limited number of "windows" (Aitken, 1985). With this technique, only a small part of the spectrum is therefore exploited. Nevertheless, an alternative approach - the "threshold" technique – known for more than 30 years, can easily be used with the same detection system. In this paper, we make a re-evaluation of this technique and discuss its limits and advantages.

Introduction
In a paper published in 1974, Løvborg and Kirkegaard investigated the response of a 3 inch by 3 inch NaI(Tl) detector placed above environments of known radioactivity. According to their experimental and theoretical results for this 2\(\pi\) geometry, the count-rate of their equipment above a chosen threshold (370 keV) was found to be directly proportional to the gamma dose-rate. As the gamma rays come from the radioactive elements of the U- and Th-series and from the \(^{40}\)K, this means that the count-rate was independent of these three sources.

In the next years, Murray, Bowman and Aitken (1978) developed a portable system equipped with a NaI(Tl) detector for gamma dose-rate measurements; it is discussed in Aitken (1985, p. 107-108) as the "gamma scintillometer". In their experiments, they inserted their detector in radioactive doped blocks set up at the Research Laboratory for Archaeology and the History of Art (see Rhodes and Schwenninger, 2007). With these experimental conditions, which are close to field conditions, they concluded that a threshold value could also be defined for their equipment (at 450 keV). However, these authors showed that this threshold occurred in a region of the spectrum where the count-rate changed rapidly with energy, and they then emphasized the necessity to stabilize the system to account for temperature variations.

We recently tested this approach with a 1.5 inch by 1.5 inch NaI(Tl) detector (IPRON-1 connected to a multichannel analyser: Inspector1000 – Canberra) and report here our results and conclusions.

General
In luminescence and ESR dating, the gamma dose-rate generally constitutes a significant component of the total dose-rate and has to be determined precisely. This dose-rate can be measured directly with synthetic dosimeters (e.g. \(\text{Al}_2\text{O}_3:C\) or \(\text{CaSO}_4:Dy\) buried for relatively long periods of time (weeks or even months), or by inserting in the sediment a portable detector connected to a spectrometer and recording the gamma spectrum. In this case, the gamma dose-rate is calculated from the radioisotopic contents of the sediment (U, Th and K) determined by the "classical" technique, which is based on the definition of three regions of interest ("windows"), each window being centred on a gamma ray energy specific to an isotope (1460 keV for \(^{40}\)K; 1780 keV for \(^{214}\)Bi (U-series) and 2620 keV for \(^{208}\)Tl (Th-series), see for instance Aitken (1985, p.102-105). In each of these two last windows, the counting is due to the detection of gamma rays coming from both the U- and Th-series, whereas in the "K window" the three sources contribute. Mathematically, one can then simply write for each window the following equation:

\[
N = n_K \cdot [K] + n_U \cdot [U] + n_{Th} \cdot [Th]
\]
where the total count $N$ (per unit of time) is the sum of three factors in which $[K]$, $[U]$ and $[Th]$ are the radioisotopic contents of the sediment and $n_K$, $n_U$ and $n_{Th}$ represent the detection efficiencies of the detector in the considered window for the three sources. These efficiency factors are then expressed as the number of counts per unit of time for 1 ppm (for the U- and Th-series) and 1% for K.

In considering the threshold approach, these factors have to be interpreted as the number of counts per unit time for 1 µGy/a and $[K]$, $[U]$ and $[Th]$ as the gamma dose-rates in the sediment. Consequently, for $N$ to be proportional to the total dose-rate, $n_K$, $n_U$ and $n_{Th}$ must have the same value $n$. In this case, the above equation can be written as:

$$N = n \cdot ([K] + [U] + [Th])$$

where $([K] + [U] + [Th])$ is the total gamma dose-rate.

In practice, for using this approach with a given detector, one has simply to define the energy for which the values of $n_K$, $n_U$ and $n_{Th}$ are identical.

**Experiments**

One way to answer this question is to get “pure” spectra taken in environments containing only one source of radioelements (either K, U- or Th-series). Such environments do not naturally exist, so we used the doped blocks set up at the Research Laboratory for Archaeology and Art, in Oxford, as reported by Murray et al. (1978). These blocks made of concrete were doped with uranium, thorium and potassium and provide the following gamma dose-rates: U-block: 13.27 Gy/ka; Th-block: 7.10 Gy/ka; K-block: 1.38 Gy/ka. A non-doped block made of the same concrete is also available and is used as a background standard with a gamma dose-rate of 0.53 Gy/ka (Rhodes and Schwenninger, 2007). According to these authors, the Th-block contains a small portion of U with a U/Th ratio of 0.043. Considering this ratio and the dose-rate conversion factors given by Adamiec and Aitken (1998), one can calculate the effective radioisotope concentrations: U-block (117.4 ppm), Th-block (135.2 ppm of Th and 5.8 ppm of U), K-block (5.7 %).

Note that these values are slightly different from those given in Rhodes and Schwenninger (2007) since they used the conversion factors of Nambi and Aitken (1986).

Fig. 1 shows the spectra recorded with our gamma probe. After time normalisation (1 ksec), “pure” spectra were calculated by subtracting the signal measured in the non-doped block (thus including the background of the detector and the cosmic contribution) and were normalised to 1 ppm of U or Th, and 1 % of K (Fig. 2), by using the effective radioisotope concentrations cited above. This step was necessary in order to subtract from the Th spectrum the small contribution from U present in the Th-block.

**Figure 1:** Spectra recorded with the NaI(Tl) probe in the four Oxford blocks. The multichannel analyser was configured for recording 1024 channels. Measurement times were about 35 minutes for the U, Th and K-doped blocks, and 1.1 hour for the non-doped block. Energy calibration of each spectrum was carried out by identifying specific gamma rays.

**Figure 2:** Spectra given as the number of counts per 1000 seconds and 1 ppm (for U and Th) or 1% (for K) after subtraction of the spectrum recorded in the non-doped block. Notice that for the K spectrum, the contribution of the concrete was limited to 72% due to its dilution by the added potassium salt. A correction was also applied to the Th spectrum for taking into account the uranium contamination (5.8 ppm) present in the Th block. Note that the U, Th and K contents of blocks were deduced from dose measurements performed with dosimeters (Rhodes and Schwenninger, 2007) and differ slightly from the values used by Murray et al. (1978).
The gamma spectrum recorded in the Gif block was taken using a counting time of 1342 seconds and the number of counts above the threshold was 186,980; the counting statistics were then sufficient to ensure that they do not constitute the main source of error. Notice that the threshold factor (53.7 counts/1 ksec/1 µGy/a) allows one to estimate easily the contribution of the statistics to the total error or, for an accepted error, to evaluate the minimum time of counting (if one has a rough estimation of the dose-rate in the sediment). For instance, for a sediment with a gamma dose-rate of about 500 µGy/a, a counting time of 5 minutes is sufficient to get a counting precision around 1%.

1) The gamma spectrum recorded in the Gif block is indirectly confirmed by the test done in the Gif laboratory (Mercier et al., 1994). The situation prevails also in the Oxford blocks, and this is directly confirmed by the test done in the Gif block. However, if one of the doped blocks, for instance the U block, exhibited strong radioactive disequilibrium because of radon loss, one would expect that the U cumulative spectrum of Fig. 3 would have a slightly different shape since post-radon emitters give high energy gamma rays: such disequilibrium would therefore have a small impact on the calibration as the value of the threshold would stay virtually unchanged. Moreover, it is important to recall here that the threshold approach takes account of most of the emitted gamma rays and should be a little bit less sensitive to radioactive disequilibrium than the classical windows technique, from which the U content is derived from the 214Bi gamma ray (1780 keV), detected in the U window, i.e. a post-222Rn emitter.

2) As noted above, the U- and Th-series are in secular equilibrium in the Gif block. It was assumed that this situation prevails also in the Oxford series, and this is indirectly confirmed by the test done in the Gif block. However, if one of the doped blocks, for instance the U block, exhibited strong radioactive disequilibrium because of radon loss, one would expect that the U cumulative spectrum of Fig. 3 would have a slightly different shape since post-radon emitters give high energy gamma rays: such disequilibrium would therefore have a small impact on the calibration as the value of the threshold would stay virtually unchanged. Moreover, it is important to recall here that the threshold approach takes account of most of the emitted gamma rays and should be a little bit less sensitive to radioactive disequilibrium than the classical windows technique, from which the U content is derived from the 214Bi gamma ray (1780 keV), detected in the U window, i.e. a post-222Rn emitter.

3) The main source of error is probably related to the energy calibration of a recorded spectrum, and consequently, to the setting of the threshold for this spectrum. For this purpose, one can generally use the 40K peak at 1460 keV but it can also be useful to have at hand, especially if the counting time is reduced to a few minutes, a short-lived radioactive element (such as 133Ba which has multiple gamma ray lines under 500 keV, or 241Am as discussed in Aitken (1985, p. 323-324)). Such a source can be used just before and after recording the spectrum in the sediment. It should be noted that it is illegal to carry such a source using the NaI detector (2475 µGy/a) was found to be in good agreement with this value.

Here, an important point is to estimate the error associated with the calculated value. At least three sources have to be studied: counting statistics, disequilibrium in the radioelement series, and energy calibration.

To define the threshold for our detector, these pure spectra were normalised with the dose-rate conversion factors given by Adamiec and Aitken (1998) and thereafter cumulative spectra were computed (Fig. 3). For any given energy, the left y-axis value is the total count recorded by the detector for the corresponding source (either U-series, Th-series or K). The three spectra have a similar shape and are close to each other in the 200-600 keV energy range. By computing the standard deviation of these curves as a function of energy (right y-axis on Fig. 3), the minimum value appears to be located around 320 keV. Hence, for this particular energy value, the nU, nTh and nK parameters are almost identical: the n factor of our detector is 53.7 counts/1 ksec/1 µGy/a.

**Testing the “threshold” approach**

We tested this approach by recording a gamma spectrum in a block made of building bricks available at the Gif laboratory (Mercier et al., 1994). The radioisotopic contents of these bricks produced in the Auvergne region (France) were determined by NAA and high resolution gamma spectrometry and are, on average: U 6.40±0.68 ppm; Th 22.89±2.43 ppm; K 3.61±0.23 %. These analyses indicated no disequilibrium in the U- or Th-series. A CaSO4:Dy dosimeter placed at the centre of this block recorded a dose-rate to quartz of 2578±80 µGy/a – corrected for a small cosmic contribution estimated at 160 µGy/a after Prescott and Hutton (1994). The gamma dose-rate deduced from the “threshold” approach...
on an aeroplane. In some gamma spectrometers (e.g. Harwell Nutmaq) such a source was built in to the detection head in order to overcome energy drift with changing temperature.

To estimate the influence of the calibration on the deduced dose-rate, we computed this dose-rate in the interval 300-360 keV (as we estimate that the energy calibration can be performed with a maximum error of ±30 keV). The deduced values would vary from 2422 to 2481 μGy/a with a minimum of 2414 μGy/a at 310 keV. According to this example, one can therefore estimate that the error introduced by the energy calibration of the spectrum is less than 3% for our detector.

Conclusions
By using a large part of the spectrum (all the counts above a fixed energy), the "threshold" approach allows one to reduce considerably the recording time and thus the undesirable effects of temperature changes during measurement. In considering the different sources of error, including the accuracy of the gamma dose-rates measured in the Oxford blocks, one can estimate the overall error associated with a dose determination to be around 5 %. In spite of these encouraging results, it seems important to make systematic comparisons with doses recorded with dosimeters, especially by choosing different environments (dominated by silicates, carbonates, clays, or others) in order to study their influence on the threshold value (see Liritzis and Galloway, 1980).

Furthermore, as this approach makes use of a large part of the spectrum (in contrast with the "windows" technique), it is tempting to reduce the size of the detector for use in sediments rich in stones or gravels and also in archaeological layers. Also, the resolution of the detector is not a critical parameter with the threshold approach, neither is the light output efficiency relative to NaI, and other crystals could then be tested.
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Introduction

The “Oxford Blocks” were constructed for the calibration of portable gamma spectrometers, and consist of 4 concrete cubes measuring 50 cm along each edge, each with a central horizontal cylindrical hole of 11.0 cm diameter which goes from one side to the other. Three blocks have material added to increase their radioactivity; the U block includes ground pitchblende, the Th block contains monazite sand and the K block has a potassium-bearing salt (sulphate of potash) mixed with the concrete, to provide calibration standards for U, Th and K respectively. The fourth block is plain concrete, and acts as a background standard. They are suitable for the calibration of portable gamma spectrometers with probes up to 3 inches in diameter. They are separated from each other by additional plain concrete blocks without holes, to reduce crosstalk between blocks during measurements. Each calibration block has additional concrete cylinders which reside within the central holes; two 25 cm lengths each comprise three cylinders which fit inside each other, made of the same concrete mix as their respective block. One set of three cylinders is removed during spectrometer calibration, and the remaining set adjusted to allow the detection crystal to be central; that is the centre of the crystal is positioned 25 cm from both front and back faces. The K block contains only 72% concrete, the rest being sulphate of potash, and the monazite sand in the Th block contains a small amount of U; these must be taken into account during the calibration process.

The blocks were constructed in 1973 (Bowman, 1976) to the rear of the Research Laboratory for Archaeology and the History of Art (RLAHA), 6 Keble Road, Oxford, UK. After construction, neutron activation analysis (NAA) and thick-source alpha counting of small sub-samples were used to derive preliminary radioisotope concentrations. Partly to overcome concerns that the radioisotopes might not be distributed evenly, the gamma dose rates in each block were subsequently measured directly using TL dosimeters; it is these measurements from which the quoted dose rate values, and estimated radioisotope concentrations, are derived (Table 1).

Block dose rate determinations

In 1973, dose rate determinations were made by placing small copper capsules containing heated natural CaF\textsubscript{2} (calcium fluoride) grains in each block for a period of several months, and measuring the acquired dose using TL measurements. This procedure was regularly repeated by RLAHA students (Gaffney, Clark and Rhodes) until around 1989, using a calibrated $^{90}\text{Sr}/^{90}\text{Y}$ source and a regenerative-dose procedure on equipment in the main glow room in Oxford. Martin Aitken treated the CaF\textsubscript{2} by light exposure prior to its placement in the copper capsules in order to reduce sensitivity change during TL measurement.

The dose rate determination procedure was as follows. TL estimates of dose were made using capsules containing CaF\textsubscript{2} placed in all four blocks, K, U, Th and background (BG) blocks for a known time, typically around 3 months. After heating the capsules in order to zero the TL signal, they were placed at the geometric centre of each block, and the moveable concrete cylinders arranged to minimize voids around each capsule. At the end of the exposure period, the capsules were opened in turn, and the dose determined for each using a simple single aliquot regenerative-dose TL procedure; two or three aliquots were measured for each block and the mean values used in calculations. The total measured dose rate values from the U, Th and K blocks had the measured concrete, and estimated cosmic and self dose rates subtracted. Note that for the K block, only 72% of the BG block concrete component is subtracted since the sulphate of potash used to dope the concrete constitutes 28% of the block. These
**Table 1: Effective dose rates and concentrations of K, U and Th in the Oxford concrete calibration blocks.** These were measured directly using TL of calcium fluoride in copper capsules. The values in this table represent a combination of measurements made by Gaffney (1983), Clark (1984) and Rhodes (1985-89).

<table>
<thead>
<tr>
<th></th>
<th>K block</th>
<th>Th block</th>
<th>U block</th>
<th>BG block</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concrete, self dose, cosmic (mGy/a)*</td>
<td>0.50</td>
<td>0.60</td>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>Net dose rate (mGy/a)</td>
<td>1.25</td>
<td>6.45</td>
<td>12.06</td>
<td>0.00</td>
</tr>
<tr>
<td>Wall corrected (x1.1) (mGy/a)</td>
<td><strong>1.38</strong></td>
<td>7.10</td>
<td><strong>13.27</strong></td>
<td>-</td>
</tr>
<tr>
<td>Th dose rate, Th block (92.3%) (mGy/a)</td>
<td>-</td>
<td><strong>6.55</strong></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>U dose rate, Th block (7.7%) (mGy/a)</td>
<td>-</td>
<td>-</td>
<td><strong>0.55</strong></td>
<td>-</td>
</tr>
<tr>
<td>Effective concentrations, using Nambi and Aitken (1986)</td>
<td>5.71% K</td>
<td>125.7 ppm Th</td>
<td>116.8 ppm U</td>
<td>4.8 ppm U</td>
</tr>
</tbody>
</table>

**Note:**
* The K block is only 72% concrete, and this must be taken into consideration when subtracting the background block dose rate, which comprises contributions from concrete, and estimated self dose (0.1 mGy/a) and cosmic dose rate (0.16 mGy/a). The Th block contains a small amount of U; Th and U dose rates are estimated based on the certified Th:U ratio. Note that these values only represent “excess” dose rates; values in bold represent the current best estimates of dose rates for the Oxford Blocks.

“excess” values (that is, the dose rate contributions only from the added materials in each block) were then corrected for capsule wall attenuation, using a correction factor of 1.1 for the 1 mm copper wall.

As mentioned above, a small contribution to the gamma dose rate in the Th block is from U, which represents an integral part of the natural monazite sand used. The U:Th concentration ratio for this sand was quoted as 0.035 by NBL on the original certification (Martin Aitken, unpublished notes), and this value was used to apportion the measured dose rate to U and Th using dose rate conversion factors. We note that this concentration ratio has more recently been determined using NAA by EJR as 0.043. In principle, this ratio could also be determined using a calibrated NaI spectrometer, or by high resolution Ge spectra of the same monazite sand.

This procedure yields net dose rate values for each block which are used in the calibration of gamma spectrometers to derive individual U, Th and K dose rates from subsequent field measurements, and also for the calculation of total dose rate using the threshold method. For this reason, these effective “excess” dose rates are of primary importance, rather than the U, Th and K concentrations calculated using conversion factors. However, the values that have previously been widely quoted for the blocks are expressed as “effective concentrations” of K, U and Th, estimated using either Nambi and Aitken (1986) or with earlier conversion factors.

The dose rate values presented in Table 1 represent estimates based on combined measurements by Chris Gaffney (in 1983), Peter Clark (in 1984) and Ed Rhodes (1985 to 1989), and represent an update on the values given by Aitken (1985; appendix L). Also shown are the widely circulated radioisotope concentration values (note that the potassium concentration quoted here as 5.71% K is equivalent to 6.88% K₂O).

**Discussion**

The process described above for characterising the blocks for use as calibration standards relies on several assumptions, namely:

1. CaF₂ provides an accurate estimate of dose-rate on timescales of months,
2. the background dose-rate subtraction does not introduce error,
3. the correction for copper capsule wall attenuation is accurate,
4. the laboratory beta source calibration is accurate,
5. the size of blocks is sufficient for good replication of an infinite matrix,
and for accurate radioisotope concentrations,

6. the dose-concentration conversion factors used are accurate.

The use of CaF$_2$ in copper capsules to determine small environmental doses has been standard practice for many years (e.g. Aitken 1985), and is not discussed further here. As the dose rate measured in the concrete background block is subtracted from the gross dose rates for the U and Th blocks, it is not important what the relative magnitude of the concrete, self dose and cosmic dose rates are. However, this does matter a little for the K block which is only 72% concrete; we consider that the cosmic dose rate is probably underestimated, and we have no information regarding the CaF$_2$ self dose rate. For the derivation of the dose rates presented in Table 1, a single wall correction factor of 1.1 was used irrespective of the gamma energies present, for the 1mm thick copper capsule. We consider that there may be room to improve this value in the future using modern Monte-Carlo modelling (e.g. Nathan et al., 2003), and Al$_2$O$_3$:C may represent an improved material for future dose rate assessments (e.g. Burbidge and Duller 2003).

The RLAHA beta source calibration was undertaken on several occasions, notably by Bert Roberts and Nigel Spooner in 1993. It was re-assessed by Phil Toms using a SAR OSL protocol in 1998, who demonstrated agreement within 1% for calibrations based on irradiations at GSF (Munich, Germany), NIST (Gaithersburg, USA) and the NPL (UK). Note that the K, U and Th concentration values which are widely circulated and presented below in Table 1 rely on the energy conversion values of Nambi and Aitken (1986). The updated values of Adamiec and Aitken (1998) provide improved estimates and these are given in Mercier and Falguères (2007).

Whether the blocks are of sufficient size to replicate the geometry used for in-situ gamma measurements has been a matter of debate. Jean Fain expressed concern, in particular for the Th block, for which the $^{208}$Tl emission at 2614.6 keV represents the line used in NaI spectrometry for Th concentration estimation. If this block is too small to reproduce the full spectrum of infinite matrix Th emissions accurately, the estimated effective concentration will differ slightly from the true concentration. The effect will be greater for higher energy gamma emissions, which travel further through the concrete matrix. However, the estimation of total dose rate will not be severely affected, as this relies on the direct measurement of a luminescence dose using CaF$_2$, which includes contributions across the full energy spectrum. In summary, the calibration of the gamma spectrometry estimation of Th content using the 2614.6 keV $^{208}$Tl emission will be the parameter most influenced by non-infinite matrix effects caused by the limited block size. The estimated Th content using spectrometers calibrated in these blocks, should consequently be treated with some caution, while the total Th series gamma dose rate contribution remains relatively well determined. The same effect, though to a reduced magnitude, is expected for the K and U blocks.

Gamma dose rate data collected with an EG&G MicroNomad NaI portable spectrometer, which was calibrated in these blocks using the values shown in Table 1, were used in the relatively high precision OSL age estimates of archaeological sediments presented by Rhodes et al. (2003). Very good agreement with radiocarbon dating was observed, with no indication of any systematic error; beta dose rates were calculated using NAA determination of K, U and Th content. The ratio of the mean sediment K and U contents determined by NaI and NAA was within 5% of unity, while for Th the mean of the NaI to NAA ratio was 0.90 ± 0.06. These observations are consistent with the expectations discussed above, namely that the gamma dose rate contributions should be well estimated, but that individual concentrations of K, U and Th are probably less reliable, in particular the Th value.

The blocks were recently relocated from the Keble Road site to the rear of the Dyson Perrins Laboratory in specially constructed steel cradles, where their original relative geometry is retained. It now seems sensible to update the dose rate estimates with new measurements based on Al$_2$O$_3$:C.
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**Editor's Comments**
I am very grateful to the authors for putting this paper together, and think that it is very important that the basis for these calibration values have been described. Rhodes and Schwenninger refer in this paper to the DPhil thesis of Sheridan Bowman that was completed in 1976. With the permission of the Sheridan Bowman, a PDF of Appendix A5 of Bowman (1976) is available via the Ancient TL website ([http://www.aber.ac.uk/ancient-tl/issue25_1/bowman.pdf](http://www.aber.ac.uk/ancient-tl/issue25_1/bowman.pdf)). This appendix describes the original construction of the doped concrete blocks in Oxford, and a suite of CaF₂ dosimetry measurements that were made to assess the gamma dose rates in each of them. The gamma dose rates presented in this appendix are different to those given above by Rhodes and Schwenninger, and this perhaps serves to reinforce the final comment in the paper that the gamma doses should be reassessed. Additional information about the original characterisation of these blocks and about construction of a larger U doped block can be found in Murray (1981).

A note on estimating the error when subtracting background counts from weak OSL signals

Bo Li

Department of Earth Sciences, The University of Hong Kong, Pokfulam Road, Hong Kong, China

(Received 15 March 2007; in final form 26 April 2007)

Abstract

The counting statistics of the instrumental background that underlies all OSL measurements was investigated and found not to follow a Poisson distribution. However, if the instrumental background is assumed to have a Poisson distribution, substantial underestimation of the error of the background-corrected OSL signal may occur, especially for samples with a weak OSL signal. An alternative method is suggested for estimating the error on the background-corrected OSL signal by making a separate measurement of the variance of the instrumental background.

Keywords: error, OSL, counting statistics, Poisson distribution

Introduction

Appropriate estimation of the error for the background-subtracted optically stimulated luminescence (OSL) signal is important for assessing the error of the age calculated in optical dating. The error in the OSL signal is commonly calculated by assuming a Poisson distribution (e.g. Galbraith et al., 1999). Based on this assumption, a formula for calculating the error in the background-corrected OSL signal was proposed by Banerjee et al. (2000). A correction of this formula and more detailed discussion related to the variance calculation for background-corrected OSL signals were given later by Galbraith (2002). In both reports, the OSL signal was assumed to consist of only two components, the initial OSL signal and a constant instrumental background. The error calculation formula was derived by assuming that both the OSL signal and the background follow a Poisson distribution. Although some cases where the background is over-dispersed have been discussed (Galbraith et al., 1999; Galbraith, 2002), the reasons for over-dispersion of the background are still not clear.

Several studies suggest that the OSL signal from quartz actually consists of several components, namely the fast, medium and slow components (e.g. Smith and Rhodes, 1994; Bailey et al., 1997). In continuous-wave OSL (CW-OSL) measurement, the initial part of the signal that is commonly used for dating comes mainly from the fast component and some of the medium component, and the signal in the final part of the decay curve comes mainly from the slow component and the instrumental background (e.g. Li and Li, 2006); the latter is composed of the instrumental noise and scattered light. The slow component and instrumental background are considered to be constant throughout the optical stimulation and are estimated from the final part of the OSL curve. They are subtracted from the initial signal to obtain the background-corrected signal. Hence, the background described in Galbraith et al. (1999) is actually the sum of the instrumental background and the slow component.

Because the intensity of the slow component may vary from sample to sample, the relative contributions of the slow component and the instrumental background to the last part of the OSL signal also vary from sample to sample. Hence, simply assuming that the slow component and background have the same distribution may lead to incorrect estimation of the uncertainty. Thus the variances of the slow component and background observed in the final part of the OSL curve need to be considered separately and incorporated into the error calculation for the background-subtracted signal. This paper aims to investigate whether assuming that the instrumental background has a Poisson distribution is appropriate, and how this assumption would influence the error calculation.

Samples and analytical facilities

The OSL decay curves used in this study were obtained from the quartz extracts of several sediments from China, C5, Wgs1, TWC and DGF-1, used for optical dating. These samples have different initial OSL count rates, ranging from $10^2$ to $10^5$ cts/s. For OSL measurement, the mineral grains were mounted on 10-mm diameter and 0.5-mm thick aluminum discs with Silkospray silicone oil.
Table 1: The mean counts, variance and variance/mean ratio of the instrumental background measurement of six aliquots with annealed quartz grains. The aliquots were measured under the same conditions as in OSL measurement (125°C for 100 s with 50% of the maximum power of the blue LEDs).

<table>
<thead>
<tr>
<th>Disc Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean counts (counts/0.2s)</td>
<td>12.9</td>
<td>12.9</td>
<td>12.8</td>
<td>12.7</td>
<td>13.6</td>
<td>12.9</td>
<td>13.0±0.1</td>
</tr>
<tr>
<td>Variance (counts/0.2s)²</td>
<td>25.4</td>
<td>26.3</td>
<td>25.4</td>
<td>26.6</td>
<td>29.5</td>
<td>30.1</td>
<td>27.2±0.9</td>
</tr>
<tr>
<td>Variance/Mean</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.1</td>
<td>2.2</td>
<td>2.3</td>
<td>2.1±0.1</td>
</tr>
</tbody>
</table>

All measurements were performed using an automated Risø TL/OSL DA-15 reader equipped with excitation units containing blue light-emitting diodes (LEDs, 470 ± 30 nm) (Botter-Jensen et al., 1999). The OSL signal was detected by a photomultiplier tube (PMT) (EMI9235QA) observing the sample through 7.5 mm thickness of U-340 filters. All OSL measurements were carried out at 125°C using blue LEDs with 50% of the maximum power (~30 mW/cm²).

Results
Variability of the instrumental background
In order to test the variability of the background, some quartz grains extracted from these samples were annealed at 900°C for 2 hours to remove all the OSL signals. The grains were then mounted on six aluminum discs and optically stimulated using the same experimental conditions as those used in practical OSL measurements, i.e. the same stimulation light power and time, and the same holding temperature (125°C). The recording time per channel is the same as that used in OSL measurements (0.2s/channel in this paper). Because all the OSL signals have been removed by annealing, the observed counts should represent the instrumental background.

A typical background as a function of stimulation time from one of the aliquots (disc 6 in Table 1) is shown in Fig. 1. The background is independent of stimulation time with a mean count rate at 12.9 cts/0.2 s, and for the 500 channels shown the standard error is 0.2 cts/0.2 s. The variance is 30.1 (cts/0.2 s)² for the data set. A summary of the mean, variance and variance/mean ratio from the six aliquots, and the average of the values obtained are shown in Table 1. There is little difference of mean, variance and variance/mean ratio among the different aliquots, suggesting that the instrumental background and its distribution are similar under specified experimental conditions. The ratio of the variance/mean is 2.1 ± 0.1, rather than 1 as would be expected in the case of a Poisson distribution (e.g. Galbraith, 2002), suggesting that the background is over-dispersed. It should be noted that the variance/mean ratio only changes negligibly if the total counts in successive n (n=1) channels are analysed because the mean counts and the variance would increase proportionally with the integration time. For example, for 5 successive channels (integration time is 1 second), the mean count rate for the data set shown in Fig. 1 in 5 channels is 64 cts/s and the variance is 152 (cts/s)², which are all 5 times the values obtained when 1 channel was analysed (Table 1). The variance/mean is 2.4, similar to the value of 2.3 when successive channels (0.2 s) are analysed.

It should be remembered that in some instrumental systems there is electronic division of the signal by a factor of 2; this means that the true variance is 4 times the observed variance and the true count rate is twice the observed one. Therefore, in this case, the observed variance/mean ratio is actually underestimated by a factor of 2, although the relative standard error will not be affected. For this study, the true variance/mean ratio should thus be double the observed one, i.e. 4.2, which is still a strong indication of over-dispersion.

Figure 1: Typical background signal from annealed quartz grains mounted on an aluminum disc, which was measured under the same conditions as normal OSL measurements (125°C for 100 s with 50% of the maximum power of the blue LEDs).
In order to confirm that the measured counts as shown in Fig. 1 and Table 1 were purely from instrumental background, rather than from the possible residual signal of quartz grains, another six blank disks, prepared without mounting any grains, were measured under the same conditions as described above. A mean count rate of $12.7 \pm 0.3$ cts/0.2 s was obtained, indistinguishable from the value of $13.0 \pm 0.1$ cts/0.2 s when the grains were present (Table 1). This suggests that no signal came from the annealed quartz grains and there is little dependence of instrumental background on whether the quartz grains were mounted on the disks or not.

The fact that the variance/mean ratio is not 1 for the measurements without grains indicates that the instrumental background doesn’t follow a Poisson distribution. Thus the error estimation based on the assumption that the background has a Poisson distribution will lead to underestimation of the true error. It is thus suggested that the instrumental background should be measured for each instrument to check whether it is appropriate to assume a Poisson distribution for the background for error calculation.

**The formula for error estimation**

Since the background doesn’t follow a Poisson distribution, the variances of the slow component and background observed in the final part of an OSL curve need to be considered separately and incorporated into the error calculation for the background-subtracted signal. Using definitions similar to those used by Galbraith (2002), if $Y_0$ denotes the OSL signal observed in the initial stimulation time (or in the first $n$ channels), by allowing for different OSL components, we have

$$Y_0 = S_{f+m} + S_{s0} + B_0$$  \hspace{1cm} \text{Eqn. 1}$$

where $S_{f+m}$ is the fast and medium components in the first $n$ channels, $S_{s0}$ is the slow component and $B_0$ is the instrumental background in the first $n$ channels. In CW-OSL measurements, $S_{f+m}$ is normally used for dating because it would have been bleached in nature in a short time. However, $S_{f+m}$ cannot be measured directly from the CW-OSL curve. In practice, $S_{f+m}$ is estimated by subtracting an equivalent part at the end of the OSL curve from the initial part ($Y_0$). This is because the decay rate of the slow component is very slow and can be assumed to be constant during the measurement period (usually 40-100 s). Assuming that $S_{f+m}$, $S_{s0}$ and $B_0$ have expectations $\mu_{f+m}$, $\mu_{s0}$ and $\mu_{B0}$ and variances $\sigma^2_{f+m}$, $\sigma^2_{s0}$ and $\sigma^2_{B0}$ respectively, by extending Eqn. 1 in Galbraith’s notation (Galbraith, 2002) to allow for the slow component, the variance of the estimate $\mu_{f+m}$ is written as

$$\text{Var}(\mu_{f+m}) = \sigma^2_{f+m} + \sigma^2_{s0} + \frac{1}{k} \sigma^2_{s0} + \frac{1}{k} \sigma^2_{B0}$$  \hspace{1cm} \text{Eqn. 2}$$

where $k$ is the ratio of the number ($m$) of channels used for estimating $\mu_{f+m}$ and $\mu_{s0}$ to the number ($n$) of channels used for estimating $\mu_{B0}$.

If $S_{f+m}$, $S_{s0}$ and $B_0$ all follow a Poisson distribution, we have $\mu_{f+m} = \sigma^2_{f+m}$, $\mu_{s0} = \sigma^2_{s0}$, and $\mu_{B0} = \sigma^2_{B0}$, and this yields the same expression as equation 3 in Galbraith (2002).

$$RSE(\mu_{f+m}) = \sqrt{\frac{Y_0 + \frac{1}{k} \bar{Y}}{Y_0 - \bar{Y}}}$$  \hspace{1cm} \text{Eqn. 3}$$

where $\bar{Y}$ is the average count per $n$ channels in the last $k.n$ channels, which is an estimate of $\mu_{f+m} + \mu_{s0}$. This form is that generally used for error estimation of the background-corrected OSL.

However, if only $S_{f+m}$ and $S_{s0}$ have Poisson distributions, but $B_0$ does not, thus $\mu_{f+m} = \sigma^2_{f+m}$ and $\mu_{s0} = \sigma^2_{s0}$, but $\mu_{B0} \neq \sigma^2_{B0}$. Then Eqn. 2 becomes

$$\text{Var}(\mu_{f+m}) = \mu_{f+m} + (1 + \frac{1}{k}) \mu_{s0} + (1 + \frac{1}{k}) \sigma^2_{B0}$$  \hspace{1cm} \text{Eqn. 4}$$

which can be estimated as

$$\text{Var}(\hat{\mu}_{f+m}) = Y_0 - \bar{Y} + (1 + \frac{1}{k})(\bar{Y} - \mu_{B0}) + (1 + \frac{1}{k}) \hat{\sigma}^2_{B0}$$  \hspace{1cm} \text{Eqn. 5}$$

$$= Y_0 + \frac{1}{k} \bar{Y} + (1 + \frac{1}{k})(\hat{\sigma}^2_{s0} - \mu_{s0})$$  \hspace{1cm} \text{Eqn. 5}$$

where $\hat{\sigma}^2_{s0}$ and $\hat{\mu}_{s0}$ are estimates of $\sigma^2_{s0}$ and $\mu_{s0}$, respectively. Hence the RSE of $\hat{\mu}_{f+m}$ becomes

$$RSE(\hat{\mu}_{f+m}) = \sqrt{\frac{Y_0 + \frac{1}{k} \bar{Y} + (1 + \frac{1}{k})(\hat{\sigma}^2_{s0} - \mu_{s0})}{Y_0 - \bar{Y}}}$$  \hspace{1cm} \text{Eqn. 6}$$

Eqn. 6 is similar to equation 6 given in Galbraith (2002). However, in his note, the source of over-dispersion is not directly known. It has been shown in the section above that the instrumental background is only dependent on the experimental conditions and...
instruments, e.g. dark noise of instrument, thickness of filters and power of stimulation light. The values of \( \mu_2 \) and \( \sigma_2^2 \) can thus be obtained by multiplying the average values of the mean counts and variance shown in Table 1 by the channel number n used for obtaining \( Y_0 \), providing that the same instrument and measurement conditions are used as those used in measuring annealed quartz with no OSL signal. Hence, the third term \((1 + \frac{1}{k}(\sigma_2^2 - \mu_2^2))\) in the numerator of Eqn. 6, the over-dispersion with respect to the Poisson variation in \( S_{f+m} \), is expected to vary only slightly through all the measurements if the same experimental conditions and instruments are used and can be measured independently.

**Dependence of background counts on signal intensity**

An important assumption for calculating the background-subtracted OSL signal (as described in the previous section) is that the instrumental background should be independent of the measured signal (i.e. the background contribution of the PMT is the same no matter whether there is the presence of a signal or not). This is difficult/impossible to measure directly, but one possible experiment is to add a constant level of reflected light and look at the residuals around the average level. Such an experiment was carried out by reducing the thickness of the U340 filters from 7.5 mm to 2.5 mm to allow more scattered light to reach the PMT. Four blank discs were then measured four times by holding them at 125°C and using 0%, 10%, 30% and 50% of the maximum power of the blue LED stimulation system, respectively. This would result in different light intensities being measured. The observed mean photon count rate and the corresponding variance for each stimulation power are shown in Fig. 2a and b. As shown, the photon count rate increases linearly with the stimulation power (i.e. scattered light intensity). A similar trend was also observed for the variance, suggesting that the variance of the scattered light also increases with its intensity.

It can be expected that the counts for the scattered light should have a variance/mean ratio independent of its intensity, thus by subtracting the background observed when there is no stimulation light (power=0%) from the total signal with stimulation light (power>0%), the count rate from the scattered light and its variance can be estimated for different stimulation powers. If there is a dependence of background on the measured signal, subtracting the same background from the different signals observed at different stimulation powers would give different calculated variance/mean ratio for the scattered light.

**Figure 2:** (a) The observed mean photon count rate plotted against the stimulation light power. (b) The variance for different stimulation powers. (c) The variance/mean ratio of the scattered light obtained by subtracting the background measured when there is no stimulation light.

On the other hand, if the same variance/mean ratio for the scattered light was obtained by subtracting the same background for different scattered light intensities, it suggests that the background is independent of signal level reaching the PMT. Fig. 2c
Table 2: Comparison of the relative standard error (RSE) of the background-corrected OSL signal from four different samples with different levels of OSL signal (see Fig. 3) calculated using Eqn. 3 and 6. \( Y_0 \) is the signal counts recorded in the first 1 second \((n=5)\). \( \overline{Y} \) is calculated as the average of the signal counts observed in the last 5 seconds \((m=25, k=5)\). The values of \( \mu_{\overline{Y}} \) and \( \sigma_{\overline{Y}}^2 \) are 65 cts/s and 136 (cts/s)\(^2\), respectively, which are estimated by multiplying the mean counts and variance in 0.2 s (Table 1) by the factor \( k \).

<table>
<thead>
<tr>
<th>Sample</th>
<th>( Y_0 ) (cts/s)</th>
<th>( \overline{Y} ) (cts/s)</th>
<th>RSE (%) Equation 3</th>
<th>RSE (%) Equation 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>C5</td>
<td>209</td>
<td>153</td>
<td>27.5</td>
<td>36.4</td>
</tr>
<tr>
<td>Wgs1</td>
<td>775</td>
<td>184</td>
<td>4.8</td>
<td>5.3</td>
</tr>
<tr>
<td>TWC</td>
<td>2201</td>
<td>148</td>
<td>2.29</td>
<td>2.35</td>
</tr>
<tr>
<td>DGF-1</td>
<td>49061</td>
<td>1273</td>
<td>0.46</td>
<td>0.46</td>
</tr>
</tbody>
</table>

shows the variance/mean ratio of the scattered light plotted as a function of the stimulation power. A similar ratio of ~1.1 was obtained for all stimulation powers used, suggesting that the background is independent of the measured signal. Therefore, one can use the background values obtained by measuring blank discs for calculating the error for the background-subtracted OSL signal as suggested in the previous section.

Effects of the non-Poisson distribution of instrumental background on error estimation

In order to investigate to what extent the nature of the instrumental background may influence the relative standard error (RSE) of the background-corrected OSL signal, typical OSL curves taken from four samples with different levels of OSL counts (Fig. 3) were analyzed using Eqn. 3 and 6, respectively. \( Y_0 \) is the signal counts recorded in the first 1 second \((n=5)\).

Figure 3: Typical OSL curves from four samples, C5, Wgs1, TWC and DGF-1, with different levels of OSL count rates. The OSL curves were measured at 125°C using blue LEDs with 50% of the maximum power. \( \overline{Y} \) is calculated as the average of the signal counts observed in the last 5 seconds \((m=25, k=5)\). The values of \( \mu_{\overline{Y}} \) and \( \sigma_{\overline{Y}}^2 \) are thus 5 times the average values obtained for 0.2 s (Table 1), i.e. \( \mu_{\overline{Y}}=13.0\times5=65 \) and \( \sigma_{\overline{Y}}^2=27.2\times5=136 \) (cts/s)\(^2\) for \( k=5 \), respectively.

The value of RSE calculated using different methods are summarized in Table 2. For all samples the RSE values estimated from Eqn. 3 are smaller than those obtained using Eqn. 6. The difference between the RSE obtained from Eqn. 3 and that from Eqn. 6 is reduced as the total OSL counts increase. For the brightest sample DGF-1 (Fig. 3), the two values obtained from the two equations are indistinguishable from each other. This is expected because the contribution from \( \sigma_{\overline{Y}}^2 \) to the total variance becomes smaller as the OSL signal increases. For the dimmest sample C5 (Fig. 3), the RSE of the background-corrected signal estimated from Eqn. 6 is 38.1%, significantly larger than the value of 27.5% given by Eqn. 3 when assuming that the background has a Poisson distribution.

Discussions

The results suggest that different relative contributions of the slow component and background may result in different counting distributions for the OSL signal and thus different extents of underestimation of the error, if Poisson distribution is simply assumed for all signals, i.e. the OSL signal and instrumental background. Therefore, Eqn. 3 can not be used for estimating the error for weak OSL signals because it may result in significant underestimation of the true error (up to 28% for the dimmest sample C5).

The implication of this result is especially important for young samples and single grains where the signal is relatively weak (e.g. Jain et al., 2004). For these applications, the RSE of the signal is very important for calculating the error in the age and interpreting
the age distribution using radial plots and different age models (e.g. Galbraith, 1990; Galbraith et al., 1999; Jacobs et al., 2006). If the RSE is poorly determined and subsequently used in a radial plot or in age models, e.g. the central age model, this may lead to misinterpretation of the distribution of the age population for the samples. Therefore, Eqn. 6 is recommended for the error estimation of OSL signals, especially those from young samples or dim samples; and this requires the values of \( \mu_b \) and its variance \( \sigma_b^2 \) to be measured for each instrument. Although the author found that the values of \( \mu_b \) and \( \sigma_b^2 \) vary negligibly over time, in practice, it is suggested that their values are checked once after every set of OSL measurements. It will be best to use similar discs with completely annealed quartz grains (e.g. annealed at 700°C for one hour) to duplicate the measurement conditions.

**Conclusions**
The counting distribution of the instrumental background in an OSL measurement is over-dispersed and does not follow a Poisson distribution. This may influence the error estimation of the background-corrected OSL signal substantially, especially for young samples with weak OSL signals.
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Introduction

Measurement of the equivalent dose ($D_e$) is central to luminescence dating. Single aliquot methods have been developed in the last 10-15 years, first with the description of methods suitable for feldspars (Duller 1995) and subsequently those applicable to quartz (Murray and Wintle 2000, 2003). Such methods have the advantage that they are comparatively rapid, making it feasible to generate replicate determinations of the $D_e$, and generally yield $D_e$ values of greater precision than multiple aliquot methods (e.g. Hilgers et al. 2001).

The ability to make replicate measurements of the $D_e$ is one of the most significant advantages of single aliquot methods since this makes it possible to explicitly assess the distribution of apparent dose. This may be critical to demonstrate whether a sample was well bleached at deposition, and whether it has suffered from post-depositional mixing (e.g. Roberts et al. 1998; Jacobs et al. 2003). A number of approaches have been suggested for both displaying and analyzing dose distributions (Galbraith et al. 1999; Thomsen et al. 2003; Spencer et al. 2003; Galbraith 2003), but implicit to all these approaches is the assumption that the uncertainty in the individual $D_e$ values is known.

Variations in $D_e$ between different grains can be masked if many grains are measured simultaneously in a single aliquot (Wallina 2002), and thus most analyses designed to study the dose distribution are undertaken on aliquots containing few grains (typically 20-50) or single grains. At this scale of analysis, not only do any variations in $D_e$ become apparent, but so too do variations in the brightness of individual grains (McFee and Tite 1998; Duller et al. 2000; McCoy et al. 2000). One effect of such variations in brightness is that the precision with which $D_e$ can be calculated varies from one aliquot to another. As shown by Bailey and Arnold (2006), accurately assessing the error on the $D_e$ is vital in these situations if any method is used to combine these results that relies upon weighting the results depending upon the accuracy of the individual results (e.g. the Central Age model or Minimum Age model, Galbraith et al. 1999).

Sources of uncertainty in the $D_e$ can be subdivided into random and systematic sources. This paper only deals with random errors associated with the luminescence measurements and then their combination to determine $D_e$. Systematic sources of uncertainty, such as errors in the calibration of the beta or gamma source used to irradiate the sample in the laboratory need to be considered after the combination of individual $D_e$ values. Similarly, there is an additional source of uncertainty in the suitability of the material for use with the SAR procedure; such uncertainty will be material dependent and has been the subject of much discussion by many authors (e.g. Bailey 2000; Murray et al. 2002; Jacobs et al. 2006a). Such issues are likely to become more significant as the luminescence signal gets close to saturation. The aim of this paper is to compare various approaches to estimating the error on individual $D_e$ values, and provide some data sets that other workers may wish to analyse using their own methods. The paper will focus on examples where the growth is linear, or approximately linear.

Methods of $D_e$ determination

The process of calculating $D_e$ using the SAR procedure involves measurement of the natural luminescence signal ($L_0$) arising from irradiation in nature, assessing the sensitivity of the aliquot by measuring the luminescence signal ($T_0$) generated by a test dose ($D_T$), and then undertaking a number of cycles each of which involves irradiation ($D_1$, $D_2$, $D_3$, etc) to regenerate the luminescence signal ($L_1$, $L_2$, $L_3$, etc), followed by a test of the sensitivity ($T_1$, $T_2$, $T_3$, etc) using the test dose. The value of $D_e$ is then found by comparing the ratio $R_N$ ($= L_N/T_N$) with the ratios $R_1$, $R_2$, $R_3$ etc (obtained from $L_1/T_1$, $L_2/T_2$, $L_3/T_3$ etc) to determine the laboratory dose that generates a signal equivalent to that obtained from the natural.
While all methods for determining $D_e$ are very similar, for the purpose of this paper they can be grouped into three main categories. The simplest method is to compare the normalised signal from the natural ($R_N = L_N/T_N$) with that from the regeneration measurement which gives the closest ratio (e.g. $R_1 = L_1/T_1$) (Fig. 1a). The $D_e$ is then simply given by the ratios of the signals and the dose ($D_1$) given in the laboratory to generate $R_1$:

$$D_e = \frac{R_N}{R_1} D_1$$

Eqn. 1

The second method is to interpolate between two regeneration points ($R_1$ and $R_2$), one of which is larger than $R_N$, and one of which is smaller (Fig. 1b). As with the first method, the mathematical calculation of the $D_e$ is straightforward, and relies upon the three ratios of the luminescence signals, and the two known laboratory doses $D_1$ and $D_2$ given to the aliquot to generate $R_1$ and $R_2$:

$$D_e = \frac{(R_N - R_1)}{(R_2 - R_1)} (D_2 - D_1) + D_1$$

Eqn. 2

The third method is to measure the response of the aliquot to a number of different regeneration doses ($D_1$, $D_2$, $D_3$ etc), and to fit an appropriate mathematical equation to the resulting data set $R_1$, $R_2$, $R_3$ etc (Fig. 1c). The equation fitted to this growth curve may be a straight line, or more commonly something involving a saturating exponential (e.g. Eqn. 3), reflecting the commonly accepted view that the luminescence signal saturates at high doses as the defect sites within the aliquot being measured become full.

$$R(D) = I_{max} \left(1 - e^{\frac{-D}{I_{max}}} \right) + c$$

Eqn. 3

The ratio $R(D)$ (e.g. $R_1$, $R_2$, $R_3$ etc) measured following a laboratory dose, $D$, is dependent on the characteristic dose $D_{0}$, which characterises the rate at which the defects in the aliquot become full, the maximum value obtainable, $I_{max}$, and an offset, $c$. For the results shown in this paper the Levenberg-Marquardt algorithm has been used to fit both linear and saturating exponential functions. Hayes et al. (1998) have previously shown that such an algorithm can be used successfully for luminescence data, and the numerical routine from Press et al. (1986) is a convenient source of code.

Each of these methods have implicit assumptions regarding the form of the dose response. For the first method it is assumed that the dose response ($R_i$) is proportional to dose ($D_i$) over the interval being analysed; for the second method that the dose response is linear between $R_1$ and $R_2$; and for the third method, that the chosen function adequately describes the dose response form. If these
assumptions are not met then this will introduce error into the value of \( D_e \) obtained, but such errors are unlikely to be estimated correctly by the methods described in this paper.

**Sources of uncertainty in \( D_e \)**

Assessing the error in the final value of \( D_e \) determined using these methods can be divided into two stages. The first involves calculating the uncertainty in each luminescence measurement and hence the ratios \( L/X \), whether that is the ratio for the natural or a regeneration dose. The second stage is transforming the errors in those ratios, into an estimate of the uncertainty in the dose, \( D_e \).

**Errors in individual \( L/T \) ratios**

The first constraint on the ability to measure a luminescence signal is its intensity. The uncertainty due to the counting statistics can be calculated using the method described in Galbraith (2002) based on a combination of both the number of counts in the signal and the magnitude of the background signal \( (L_{BG}) \) that has been subtracted. Li (2007) has shown that the situation becomes more complex at very low signal levels, but for this paper the approach of Galbraith (2002) has been used. The errors on the values of \( L_x \) and \( T_x \) can then be propagated in quadrature through Eqn. 4 to give the standard deviation \( S_{Rx} \).

\[
S_{Rx} = \frac{L_x}{T_x} \sqrt{\left[ \frac{L_{\text{Signal}} + L_{BG}}{L_{\text{Signal}} - L_{BG}} \right]^2 + \left[ \frac{T_{\text{Signal}} + T_{BG}}{T_{\text{Signal}} - T_{BG}} \right]^2}
\]

Eqn. 4

A second source of uncertainty arises from the equipment used to undertake the irradiation, heating and optical stimulation of the aliquot. This uncertainty may be due to small variations in the intensity of the optical stimulation source, small variations in aliquot positioning under the radiation source or under the optical stimulation source, and small variations in the temperature of the aliquot both during preheating and during measurement. The magnitude of these effects is difficult to quantify individually, but collectively they may be termed ‘instrumental error’. These effects are likely to be small, but for bright samples where the uncertainty due to counting statistics is small, they may make a significant contribution to the total uncertainty. The size of this instrumental error can be assessed by making repeated measurements of the luminescence signal from a given irradiation. Such measurements have been undertaken for a standard Risø TL/OSL system by Armitage et al. (2000) giving an instrumental error of 1% on each measurement of \( L \) and \( T \). A similar measurement by Rodnight (2006, p.167) yielded a larger value of 2.5%. Thomsen et al. (2005) and Jacobs et al. (2006b) made similar measurements for a single grain system, giving instrumental errors of ~1.5%. It is likely that this value may vary from one instrument to another, and possibly may change over long periods of time as instruments alter in their operation. For this paper a value of 1% has been used, and this contribution needs to be combined in quadrature with that from counting statistics for each \( L_x/T_x \) ratio.

A feeling for the magnitude of these effects, and their relative importance, can be gained from taking a number of examples. Table 1 shows data for a single aliquot measurement which gives a signal \( (L_{\text{Signal}}) \) of 1050 counts, a background \( (L_{BG}) \) of 50 counts, a test dose response \( (T_{\text{Signal}}) \) of 550 counts and a background \( (T_{BG}) \) of 50 counts, giving a ratio of \( L_x/T_x \) of 2.000. Based solely on the counting statistics, and using Eqn. 4, the standard deviation in that ratio is 0.118 (5.9%). Including the value of 1% for the instrumental error only marginally increases this to 6.1%, and the dominant source of uncertainty is the low count rate. In the second example in Table 1, the aliquot is approximately one hundred times brighter, and so the uncertainty due to counting statistics is very low (0.6%). In this case the instrumental error more than doubles this (1.5%).

**Transforming the error in \( L/T \) ratios to an error in \( D_e \)**

The quantity that we are ultimately interested in is the \( D_e \) and the standard deviation of this value \( (S_{De}) \). The approach to estimating \( S_{De} \) varies depending upon the method used to determine \( D_e \). Using Eqn. 1, the

<table>
<thead>
<tr>
<th>Instrumental Error (%)</th>
<th>( L_{\text{Signal}} )</th>
<th>( L_{BG} )</th>
<th>( T_{\text{Signal}} )</th>
<th>( T_{BG} )</th>
<th>( R_x )</th>
<th>( S_{Rx} )</th>
<th>( S_{RS} \times 100 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1,050</td>
<td>50</td>
<td>550</td>
<td>50</td>
<td>2.000</td>
<td>0.118</td>
<td>5.9%</td>
</tr>
<tr>
<td>1</td>
<td>1,050</td>
<td>50</td>
<td>550</td>
<td>50</td>
<td>2.000</td>
<td>0.122</td>
<td>6.1%</td>
</tr>
<tr>
<td>0</td>
<td>100,050</td>
<td>50</td>
<td>50,050</td>
<td>50</td>
<td>2.000</td>
<td>0.011</td>
<td>0.6%</td>
</tr>
<tr>
<td>1</td>
<td>100,050</td>
<td>50</td>
<td>50,050</td>
<td>50</td>
<td>2.000</td>
<td>0.030</td>
<td>1.5%</td>
</tr>
</tbody>
</table>

Table 1: Examples of the uncertainty \( (S_{Rx}) \) in the ratio of \( L_x/T_x \) \( (=R_x) \) from counting statistics and from instrumental error.
uncertainty can be simply obtained by combining the errors in the two ratios $R_N$ and $R_1$ in quadrature, giving the following equation:

$$S_d = D_1 \left( \frac{S_{R_N}}{R_N} \right)^2 + \left( \frac{S_{R_1}}{R_1} \right)^2 \quad \text{Eqn. 5}$$

For the situation where one is interpolating between two data points, as expressed in Eqn. 2, Thomsen et al. (2005, 2007) have shown that the standard deviation in the value of $D_e$ is given by the expression in Eqn. 6.

$$S_e = \sqrt{ \left( \frac{D_1 - D_2}{R_1 - R_2} \right)^2 S_{R_N}^2 + \left( \frac{1}{R_1 - R_2} \right)^2 \left( (R_x - R_2)^2 S_{R_N}^2 + (R_2 - R_1)^2 S_{R_1}^2 \right) } \quad \text{Eqn. 6}$$

In the more complex situation where a large number of values of $R_N$ are used to fit a mathematical equation to define the growth of the luminescence signal, then defining an analytical solution for the standard deviation in the $D_e$ becomes more complex. For simple functions (e.g. linear) then it may be possible to do this, but in such methods it is normally necessary that the errors are relatively small. This is not always the case in luminescence data. The question then arises of how one can assess the value of $S_{De}$?

**Simple transformation of the $S_{RN}$ to $S_{De}$**

Frequently for luminescence data obtained using the SAR procedure, one of the dominant sources of uncertainty arises from measurement of the natural ($S_{RN}$) due to counting statistics and instrumental error. A straightforward means to estimate the uncertainty in the $D_e$ that results from this is to interpolate the values $R_N + S_{RN}$ and $R_N - S_{RN}$ onto the growth curve and then see the variation in $D_e$ that results. This approach makes it possible to deal with any form of equation that is fitted to the growth curve, and accommodates changes in curvature of the growth curve. However, it does not take into account the degree of certainty with which the growth curve is known, based upon the fit to the data $R_1$, $R_2$, $R_3$ etc. A first order approximation to incorporate the uncertainty in the growth curve that has been fitted can be obtained by calculating the deviation of the fitted growth curve from the $n$ data points $R_{1..n}$ using Eqn. 7.

$$\text{Average Deviation} = \sqrt{\frac{\sum (\text{Predicted } R - \text{Actual } R)^2}{n}} \quad \text{Eqn. 7}$$

This figure for the typical deviation of the fitted growth curve from the measured data points is then combined in quadrature with the uncertainty in the ratio of $R_N$. This combined error is then transformed through interpolation of the upper and lower limits of $R_N$ on to the growth curve, to calculate the limits on the estimate of $D_e$. Such an approach has the advantage of speed, but how accurate is such an approximation, and is a better approach available?

**The Monte Carlo method**

A more robust approach to assessing the error on the value of $D_e$ is to use a Monte Carlo method (Press et al. 1986). This approach has been used by some researchers for a number of years (Bailey Pers. Comm., e.g. Grine et al. 2007). Each value of $R_N$ and its standard deviation $S_{RN}$, based on counting statistics and instrumental error, is represented by a Gaussian distribution of possible values. Repeated curve fitting and calculation of $D_e$ are undertaken where the values of $R_N$ that are used both for $R_N$ and for $R_1$, $R_2$, $R_3$, etc are drawn from Gaussian distributions whose widths are set by the calculated standard deviations. This approach explicitly assesses the nature of the distribution in the value of $D_e$, including its width and whether it is symmetric. An estimate of the standard deviation of $D_e$ can then be explicitly calculated by analysis of the resulting distribution of $D_e$ values. The central value of $D_e$ is still obtained using the best fit through the original data.

**Example data sets**

To provide a comparison of these different approaches, a number of example data sets are shown (Fig. 2), and the results of $D_e$ determination using the different methods and appropriate error calculations are shown in Table 2. The luminescence data used to generate the graphs in Fig. 2 are given in the Appendix. Although this is a limited data set with which to compare the methods, a number of points can be made.

Firstly, given the data sets used here, the results are consistent between the different methods. Given the variety of approaches both to determining the $D_e$ and its uncertainty, this is reassuring. Moreover, the approximation described in the section headed “Simple transformation of the $S_{RN}$ to $S_{De}$” (shown under the heading “Curve Fitting” in Table 2) gives uncertainties that are very close to those derived using the more complex Monte Carlo approach. The Monte Carlo method is more time consuming than the approximation. The uncertainties shown in the final column of Table 2 are based on 1000 estimates of $D_e$ using the Monte Carlo method (the distribution of $D_e$ values are shown as histograms below the
Table 1: Comparison of equivalent dose calculated using the different analytical procedures.

<table>
<thead>
<tr>
<th>Example Number</th>
<th>Ratio</th>
<th>Interpolate</th>
<th>Equation fitted</th>
<th>Curve Fitting</th>
<th>Monte Carlo</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.72±0.08 Gy</td>
<td>0.70±0.06 Gy</td>
<td>Exponential</td>
<td>0.70±0.06 Gy</td>
<td>0.70±0.06 Gy</td>
</tr>
<tr>
<td>2</td>
<td>29.5±0.60 Gy</td>
<td>28.9±0.81 Gy</td>
<td>Exponential</td>
<td>28.5±0.67 Gy</td>
<td>28.5±0.75 Gy</td>
</tr>
<tr>
<td>3</td>
<td>0.050±0.001</td>
<td>0.045±0.002</td>
<td>Linear</td>
<td>0.046±0.004</td>
<td>0.046±0.001</td>
</tr>
<tr>
<td>4</td>
<td>0.67±0.16</td>
<td>0.68±0.19</td>
<td>Linear</td>
<td>0.71±0.11</td>
<td>0.71±0.13</td>
</tr>
</tbody>
</table>

Table 2: Comparison of equivalent dose calculated using the different analytical procedures described in the text.
growth curves in Fig. 2). However, the greater statistical robustness of the Monte Carlo method for determining the errors makes it preferable.

In general, measuring $R_X$ for a range of regeneration doses provides information about the form of the growth of the luminescence signal. This is particularly important where the natural luminescence signal $R_N$ may be close to saturation. Using a single data point and calculating the $D_e$ by the ratio of $R_X$ to $R_N$ should provide an accurate value, especially where the $D_e$ is low. However, the $D_e$ may be inaccurate if the value of $R_X$ does not closely match $R_N$. In the data sets shown in Fig. 2, this is not a major problem since $R_X$ values at a range of doses have been measured, and the value of $D_e$ shown in Table 2 is calculated by taking the ratio of $R_X$ to $R_N$ for that value of $R_X$ that is closest to $R_N$. In spite of this, it can be observed that the $D_e$ for Example 2 determined by this method (29.5±0.6 Gy) is higher than that calculated using the other methods, because the value of $R_X$ used (that relating to a regeneration dose of 30.7 Gy) is higher than $R_N$, and the method implicitly assumes that the growth of $R_X$ is linear with dose. Using the value of $R_X$ from the 41.0 Gy regeneration point gives an even higher $D_e$ of 33.5±0.68 Gy. Conversely, using values of $R_X$ below $R_N$ gives lower $D_e$ values. Had the regeneration point at 20.5 Gy been used then the $D_e$ would be 25.5±0.52 Gy, and using the 10.2 Gy regeneration data would yield a $D_e$ of 21.7±0.44 Gy.

Interpolating between the two values of $R_X$ that straddle $R_N$ overcomes this fundamental problem, and approximates the slope of the growth curve at that dose. However, once again, the closer the two values of $R_X$ are to $R_N$, the better the estimate of $D_e$. Precisely matching $R_X$ and $R_N$ is often difficult because of variability in the $R_X$ from one aliquot to another. The best estimate of the form of the growth curve near $R_N$ is achieved by fitting an equation to the entire data set.

**Dose recovery experiment**

One means of assessing whether the estimation of the errors on $D_e$ values is appropriate is to undertake a dose recovery experiment on a sample that is thought to be well suited for the SAR procedure. Quartz extracted from a linear dune in north-eastern Tasmania (TNE9517, Duller and Augustinus 2006) was used for this experiment. Quartz grains were 180-211 µm in diameter, and these were mounted on aluminium discs using silicone oil. In order to create data with different OSL signal intensities, and thus with different uncertainties due to counting statistics, 22 aliquots were prepared so that the grains covered an area of ~5 mm diameter, while another 16 aliquots were prepared where the grains covered an area of 2 mm diameter.

The OSL properties of quartz from this part of Tasmania have been described briefly in Duller and Augustinus (2006). The quartz has an intense OSL signal, and yields reproducible values of $D_e$ using the SAR procedure. To undertake the dose recovery experiment, the 38 aliquots were bleached using the blue diodes in a Risø TL/DA-15 TL/OSL reader, given a dose of ~5 Gy using the $^{90}$Sr/$^{90}$Y beta source mounted on the reader, preheated at 220°C for 10 seconds, and then had their OSL signal measured while holding them at 125°C. The aim of this test was not to assess the extent to which the sample is suitable for the SAR procedure, but to assess whether the calculation of the error in the calculation of $D_e$ is appropriate. Thus, the bleaching and irradiation procedure was repeated at least 4 times in an attempt to ‘condition’ the aliquots and make them as reproducible as possible.

For the experiment itself, the 38 aliquots were exposed to the beta source for 15 seconds (~0.6 Gy). The magnitude of this dose was then determined using a SAR procedure, with 6 regeneration doses (0, 10, 20, 30, 40, 10 seconds beta dose), using a preheat of 220°C for 10 seconds, and a cutheat after the test dose (6 seconds beta dose) of 200°C. After measurement of the response to the test dose, the aliquots were exposed to the blue diodes for 40 s whilst holding them at 280°C in order to reduce any build up of slow components in the OSL signal (Murray and Wintle 2003).

The equivalent dose values and associated errors were calculated using the Curve Fitting method and the Monte Carlo method. Both sets of analysis were undertaken assuming an instrumental uncertainty of 1.0%, and the results are shown as radial plots in Fig. 3. There is a broad spread in the precision with which the values are known, as was hoped for by the use of two different aliquot sizes. In both analyses, the results are consistent with the given dose of 15 s (weighted mean is 14.6±0.7 and 14.7±0.7 s respectively for the two analyses). In detail the errors on the $D_e$ values are subtly different. For the Curve Fitting method, 35 out of 38 of the aliquots (92%) are consistent with 15 s within two standard deviations, while for the Monte Carlo method 33 out of 38 (87%) are consistent. Both percentages are only slightly lower than would be expected from statistics (for a normal distribution, 95% of the data are within two standard deviations).

It is interesting to note that while the two radial plots are similar, there are differences. For instance the
Figure 3: Radial plot of 38 $D_e$ values obtained in a dose recovery experiment. The aliquots were irradiated for 15 s (~0.6 Gy), and then an SAR growth curve was constructed to measure this dose. The data were analysed (a) using the Curve Fitting procedure and (b) using the Monte Carlo method. Open points are those obtained using 5 mm diameter aliquots, filled points are those for 2 mm aliquots.

range in Relative Error observed is 2.7-13.1% for the Curve Fitting method, but rather narrower for the Monte Carlo method (2.5-6.7%). For a single population such as that shown in Fig. 3 this difference is unimportant, but it may have a more serious impact if a data set containing a wide distribution of $D_e$ values were to be analysed using some form of statistical model such as the Minimum Age model (Galbraith et al. 1999). Assessing the sensitivity of such statistical procedures to changes in the calculated uncertainty in $D_e$ has been assessed by Bailey and Arnold (2006), who shows the importance of reliably estimating it.

Conclusions
While there are differences between the $D_e$ values obtained using the three methods of $D_e$ determination illustrated in Fig. 1, these differences are small (Table 2). For these data sets, $R_X$ has been measured for a range of different regeneration doses to ensure that the response of the luminescence signal in the dose range of interest is known. Using the ratio to a single data point may lead to larger errors than those seen here if the value of $R_X$ is not close to $R_N$, or if the aliquot is close to saturation. Interpolating between two values of $R_X$ decreases the magnitude of any such error, but the most accurate method will be to fit the entire data set, particularly if there is discernable deviation from linear growth. Two methods of estimating the standard deviation in the estimate of $D_e$ have been described. Of the two, the Monte Carlo approach is more statistically robust, but both yield similar results, both for the detailed examples shown in Fig. 2, and the dose recovery data in Fig. 3, presumably because the dominant source of uncertainty is that which arises from the measurement of $R_N$ and the instrumental error. One advantage of the Monte Carlo approach is that for samples approaching saturation it will correctly identify that the errors in the estimate of $D_e$ are asymmetric. However, two issues arise in such situations. The first is that standard statistical methods for combining different $D_e$ estimates which rely upon weighting of individual data points cannot easily be applied to data with asymmetric errors. The second is that in situations where the luminescence growth curve is sufficiently close to saturation for asymmetry in errors to become important, the reliability of the SAR method is unclear. Wintle and Murray (2006) recommend that the method only be used when $R_N$ is less than 85% of $I_{Max}$ (Eqn. 3).

While the procedures described here attempt to assess the random uncertainty in the estimates of $D_e$ obtained using the SAR procedure, the error due to systemic failures of the SAR procedure, or inappropriate response of the dosemeter will not be captured. These could potentially be very large, and are likely to become more severe as the response of the aliquot to radiation decreases as it approaches saturation. Such effects are more difficult to assess,
and tests such as dose recovery experiments may be one of the few ways that it is possible to get some impression of their impact.

Acknowledgements
All analyses shown here, including the Monte Carlo calculations, have been performed using the software package Analyst (Version 3.24) which is now available. The author is very grateful to a large number of people who have provided encouragement and help in the development of this software over many years. Kristina Thomsen very kindly provided the opportunity to test a number of these routines and gave assistance in checking some of the calculations. Richard Bailey discussed Monte Carlo methods and provided extremely helpful suggestions that improved this paper. Ann Wintle and Helen Roberts also provided valuable comments on earlier versions of the paper.

References


**Appendix:**
The luminescence data used to construct the growth curves in Fig. 2 are shown in the tables overleaf. In each case an instrumental error of 1% was used in the calculations. The luminescence signals were integrated from channels 1-10, and the background from channels 231-250. In the tables below, the value of the background has been adjusted to allow for the difference in the number of channels used for integration.
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### Example 1

<table>
<thead>
<tr>
<th>Dose (Gy)</th>
<th>(L_X)</th>
<th>(T_X)</th>
<th>(L_x/T_x)</th>
<th>(S(L_x/T_x))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural</td>
<td>967</td>
<td>270</td>
<td>1064</td>
<td>304</td>
</tr>
<tr>
<td>2.01</td>
<td>2157</td>
<td>316</td>
<td>1219</td>
<td>412</td>
</tr>
<tr>
<td>1.50</td>
<td>1748</td>
<td>361</td>
<td>1139</td>
<td>364</td>
</tr>
<tr>
<td>1.00</td>
<td>1338</td>
<td>367</td>
<td>1122</td>
<td>401</td>
</tr>
<tr>
<td>0.50</td>
<td>870</td>
<td>364</td>
<td>1163</td>
<td>375</td>
</tr>
<tr>
<td>0.00</td>
<td>372</td>
<td>360</td>
<td>1159</td>
<td>383</td>
</tr>
</tbody>
</table>

### Example 2

<table>
<thead>
<tr>
<th>Dose (Gy)</th>
<th>(L_x/T_x)</th>
<th>(S(L_x/T_x))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural</td>
<td>1961354</td>
<td>5.081</td>
</tr>
<tr>
<td>0.0</td>
<td>13317</td>
<td>0.011</td>
</tr>
<tr>
<td>10.2</td>
<td>680491</td>
<td>2.395</td>
</tr>
<tr>
<td>20.5</td>
<td>983391</td>
<td>4.078</td>
</tr>
<tr>
<td>30.7</td>
<td>1202981</td>
<td>5.295</td>
</tr>
<tr>
<td>41.0</td>
<td>1445211</td>
<td>6.209</td>
</tr>
</tbody>
</table>

### Example 3

<table>
<thead>
<tr>
<th>Dose (Gy)</th>
<th>(L_x/T_x)</th>
<th>(S(L_x/T_x))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural</td>
<td>6566</td>
<td>0.130</td>
</tr>
<tr>
<td>0.02</td>
<td>83842</td>
<td>1.888</td>
</tr>
<tr>
<td>0.41</td>
<td>44984</td>
<td>0.982</td>
</tr>
<tr>
<td>0.21</td>
<td>24094</td>
<td>0.496</td>
</tr>
<tr>
<td>0.10</td>
<td>14088</td>
<td>0.269</td>
</tr>
<tr>
<td>0.00</td>
<td>3626</td>
<td>0.022</td>
</tr>
</tbody>
</table>

### Example 4

<table>
<thead>
<tr>
<th>Dose (Gy)</th>
<th>(L_x/T_x)</th>
<th>(S(L_x/T_x))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural</td>
<td>294</td>
<td>1.026</td>
</tr>
<tr>
<td>0.00</td>
<td>120</td>
<td>0.090</td>
</tr>
<tr>
<td>0.31</td>
<td>221</td>
<td>0.521</td>
</tr>
<tr>
<td>0.62</td>
<td>313</td>
<td>0.953</td>
</tr>
<tr>
<td>1.24</td>
<td>536</td>
<td>1.655</td>
</tr>
<tr>
<td>2.47</td>
<td>934</td>
<td>3.364</td>
</tr>
</tbody>
</table>
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Introduction
In both TL and OSL measurements it is important to have accurate control over the thermal treatment of samples. In the Risø TL/OSL reader heating is performed using a low-mass heater strip made of Kanthal (a high resistance alloy) which is shaped with a depression to provide a better contact with the planchet or disc (Bøtter-Jensen 1988). An AC current is passed through the heating element to raise the temperature; this current is regulated by an analogue feedback circuit based on a Chromel-Alumel thermocouple mounted underneath the heater strip using a gold rivet. Power is derived from a non-switching continuous full sine wave generator operating at 20 kHz (or 30 kHz). The heating system is able to heat samples to 700°C at constant heating rates from 0.1 to 20°C/s. Usually, N₂ is circulated in the measurement chamber during heating to avoid oxidation of the heating element at high temperatures (for coarse grains) and to avoid spurious TL (for fine grains). The temperature feedback system is designed to compensate for changes in thermal load from one sample to another (e.g. because of sample mass, or variations in gas flow).

However, it was recently discovered that the temperature control system of two models, the Risø TL/OSL-DA-15 and Risø TL/OSL-DA-15A readers, provides insufficient gain in the temperature feedback system. The objective of this note is to bring this to the users’ attention (see section ‘Hardware Upgrade’). Furthermore, we have improved the temperature calibration of the heating system and thereby reduced the systematic deviation between Actual temperature and Set temperature significantly (see section ‘Software Upgrade’).

Hardware Upgrade
Calibration of the temperature of the heater element is achieved by measuring the voltage across the thermocouple and adjusting the feedback loop-gain at 300°C and the off-set at 100°C. This temperature calibration is routinely carried out during manufacturing. However, because of the low loop-gain in these models the system does not always compensate fully for changes in gas flow. This is illustrated in Fig. 1 (filled circles) where an example of the deviation of the Actual temperature (the temperature directly determined from the thermocouple voltage) from the Set temperature (the temperature requested by the software) is shown as a function of the N₂ flow rate; the higher the flow rate the larger the deviation from the Set temperature of 300°C. If the N₂ flow rate is set to 1 L/min (the recommended flow rate for coarse grain work) the temperature of the heater plate is only 299°C. This offset is small compared to the thermal lag between heating element and the luminescence sample (see Jain et al. 2007; Betts et al. 1993) and is expected to be of little consequence to the majority of measurements. However, the magnitude of this effect will be dependent on the composition and concentration of the gas.

Figure 1: The difference between Actual and Set temperature (for a Set temperature of 300°C) as a function of Nitrogen flow rate. The Actual temperature is measured using the thermocouple.
Insufficient gain in the temperature feedback system may also affect the reproducibility of the Actual temperature. This was investigated by requesting a specific Set temperature (at a heating rate of 5°C/s) several times and then measuring the Actual temperature of the heater plate after it reached its equilibrium value. In Fig. 2 the deviation from the average Actual temperature is shown as a function of Set temperature (open circles). These measurements were carried out in the absence of a gas flow. The range of the temperature deviation is 2°C and the standard deviation of all of the measurements was 0.6°C.

Figure 2: Deviation around the mean as a function of Set temperature.

In order to overcome this problem, the gain of the temperature feedback system is easily corrected by bypassing a single resistor on the control box motherboard. After this modification the temperature calibration must be readjusted (see footnotes). The effect of increasing the loop-gain is shown in Figure 1 and 2 (filled squares). The systematic effect on temperature as a function of flow rate is negligible and the reproducibility has improved significantly; the range of temperature deviation is reduced to 0.6°C and the standard deviation is reduced to 0.2°C.

Note, all these tests involve setting a fixed temperature and measuring the Actual temperature. The problem may be worse during heating, but we do not have dynamic data.

Software Upgrade
As mentioned above, temperature calibration during manufacturing is usually carried out at 300°C. Fig. 3a shows the Actual temperature reached after a short equilibration period as a function of Set temperature (heating rate of 5°C/s). In Fig. 3b (triangle symbols) the systematic deviation between Actual temperature and Set temperature is shown as a function of Set temperature. The deviation at 100°C is about -2°C and at 500°C it is about -4°C. This deviation is primarily related to electronic non-linearity; thermocouple non-linearity is negligible on this scale. All systematic deviations are within 2%. However, in the latest version of the MiniSys software (version 2.20 and upwards) it is now possible to correct for these systematic deviations (see Fig. 3b, circular symbols) by first measuring the deviations and then using a polynomial function to derive correction parameters. The resulting calibration is unique to each reader. After implementation of this software upgrade the systematic deviations are all within 0.25°C of the Set temperature.

Figure 3: a) Actual temperature as a function of Set temperature, b) Systematic deviation between Actual and Set temperature as a function of Set temperature.
Summary
The deviations caused by the low loop-gain are all small compared to the temperatures involved and to the unavoidable variation in thermal contact between the heater plate and the phosphor. Nevertheless, the performance of all TL/OSL DA-15 and DA-15A readers can be slightly improved by modifying the control box’s circuit board. Other models are not affected. Upgrading the software now allows the remaining small systematic errors in temperature to be reduced significantly; this software modification is relevant to all models controlled by a Mini-Sys.

How to upgrade
Further information on how to upgrade can be obtained by contacting either Kristina J. Thomsen (kristina.thomsen@risoe.dk) or Henrik E. Christiansen (henrik.christiansen@risoe.dk). Please accompany your enquiry with one photograph of the front plate, and one of the internal layout of the control box (please, remove the lid of the Control Box by unscrewing four screws).

Footnotes
1. All the above applies to heater circuits that have either not been modified or have been repaired at Risø. If the heater amplifier is replaced, the feedback circuit must be recalibrated.
2. The temperature display on the front of the MiniSys (all models) is for guidance only. This display uses an independent thermocouple preamplifier, and is not calibrated when the feedback circuit is set up. The only accurate method of checking the true thermocouple temperature is by direct measurement of the thermocouple voltage using a high impedance digital voltmeter (DVM).
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**Author:** Matt Telfer  
**Thesis Title:** Late Quaternary aeolian activity and palaeoenvironments of the southwestern Kalahari: Advances from an intensive chronometric investigation at Witpan, South Africa  
**Grade:** PhD  
**Date:** April 2007  
**Supervisor:** David Thomas, Mark Bateman  
**Address:** University of Sheffield, Department of Geography, UK

The southwestern Kalahari is a semi-arid dryland characterized by a range of landforms which have been interpreted as evidence of past environmental and climatic conditions different from those of today. These include currently inactive linear dunes, closed basins known locally as ‘pans’, and the crescentic lunette dunes which often accompany the pans on their lee side. However, palaeoenvironmental interpretation of these landforms has been hampered by incomplete understanding of their development and the difficulty in dating such sediments.

Witpan is an hourglass-shaped, 5 km long pan with a well-developed lunette dune, and is set amongst a linear dune field. This study applies a variety of physical and geochemical sedimentological analyses to the range of aeolian deposits found within the locale, set within a detailed timeframe provided by 113 Optically-Stimulated Luminescence (OSL) dates. The current lunette at Witpan has accumulated predominantly within the past 2000 years, in a spatially complex manner reflecting differences in local sedimentary sources. The discovery of such complex sedimentation within a single landform has implications for future studies which attempt to use lunette sediments in palaeoenvironmental reconstruction. The linear dunes at Witpan are considered to respond primarily to variations in aridity forced by atmospheric circulation changes, and record sedimentary accumulation of different intensities dating back to around 100 ka. Most notable in the record is a period of particularly intense accumulation following the last glaciation, and culminating at around 9-16 ka. The Holocene has seen much reduced linear dune accumulation. The basin at Witpan contains a limited sedimentary record which is suggested to have accumulated during conditions wetter than those at present. The alkaline sediments are not conducive to the preservation of biogenic proxies, but OSL dating has potential for constraining a palaeoenvironmental record derived from physical and geochemical proxies.

**Author:** Helena Rodnight  
**Thesis Title:** Developing a luminescence chronology for late Quaternary fluvial change in South African floodplain wetlands  
**Grade:** PhD  
**Date:** November 2006  
**Supervisor:** Geoff Duller, Stephen Tooth  
**Address:** Institute of Geography and Earth Sciences, University of Wales, Aberystwyth, UK

Owing to variation in the extent to which sediment grains transported in water are exposed to daylight, problems have been encountered in applying optically stimulated luminescence (OSL) dating to fluvial deposits. This thesis develops the OSL technique so that ages for heterogeneously-bleached fluvial samples can be derived based on the analysis of well-bleached grains. The ages calculated are then used to establish the timing and rates of different channel change processes. For two mixed bedrock-alluvial rivers with extensive floodplain wetlands located in the eastern Free State, South Africa, OSL sample collection was designed to investigate the lateral migration rates, meander cutoff ages, and avulsion frequency on the Klip River, and incision rate on the Schoonspruit.

Heterogeneous bleaching is evident in the majority of the samples and investigation shows that at least 50 equivalent dose (D_e) values are necessary to obtain reproducible dose distributions for these samples. Analysis of samples from palaeochannels of the Klip River demonstrates that the finite mixture model is the most appropriate for calculating the burial dose; replicate samples from the same palaeochannel reach give generally consistent ages, and comparison with radiocarbon ages for overlying organic-rich sediment gives good agreement. Using OSL dating, average lateral migration rates of ~0.05 and ~0.16 m/a over the last ~1.4 ka are obtained for...
two meander bends on the Klip River, and five avulsions are identified as occurring since ~30 ka. On the Schoonspruit, the average incision rate has been ~2-3 mm/a since ~1.2 ka.

No clear link between these channel change processes and palaeoclimatic records from South Africa is evident. The results from this thesis, therefore, indicate that channel change processes on the Klip River and Schoonspruit result primarily from autogenic controls, rather than allogenic controls such as climate change.
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Exo-electron signals from crystalline materials can be used to give insights into charge movement within crystals. This thesis investigates whether exo-electrons can be detected from natural insulating minerals such as quartz and feldspar, and uses comparisons with simultaneously measured luminescence to investigate the stimulation and recombination of charge trapped as a result of exposure to ionizing radiation. These investigations lead to a consideration of the potential use of these exo-electron signals for measurement of absorbed doses in retrospective dosimetry.

A Geiger-Müller electron detector was developed for this work as an attachment to the existing automated Risø TL/OSL reader, such that thermally and optically stimulated electron emission and luminescence can be detected simultaneously, and sample treatment (i.e. irradiation, heating, light stimulation) undertaken without moving the sample from the detector volume. Using this equipment, both thermally and optically stimulated luminescence (TL, OSL) and exo-electron emission (TSE, OSE) were recorded from common salt, quartz and feldspar. An experiment is described which allows the conclusion that the dosimetric behavior of surface traps and bulk traps is indistinguishable. This simplifies the interpretation of the comparison of exo-electron (surface) with luminescence (bulk and surface) phenomena. Using quartz and feldspar, the relative OSE and OSL dose response is then examined, followed by the relative thermal stability of the two signals from quartz. In a preliminary comparison of infrared stimulated signals from feldspar, it was found that the OSE signal was not detectable, despite a strong OSL signal. These results are discussed in terms of published models of charge movement in quartz and feldspar.

Occasional unstable detector behavior gave rise to infrequent noise pulses in the exo-electron data. This led to a redesign of the detector and electronics. The new design gave an improvement in sensitivity of 10 to 20 times, and allowed a preliminary study of the OSE characteristics of more exotic materials such as paper, cotton, keratin, and coral. To confirm the validity of the most important earlier results, experiments on the thermal stability of quartz, and the effect of prior infrared stimulation on feldspar were revisited in more detail.

The use of exo-electron signals in retrospective dosimetry and the possible advantages they offer compared to luminescence were investigated by simultaneous measurement of exo-electron and luminescence dose response curves from different samples, (i) to illustrate the large variability in relative behavior between these curves, and (ii) to determine how the growth curve shape depends on preheat temperature. After these initial examinations, exo-electron emission and luminescence dose recovery tests using quartz were used to demonstrate that dose given before any laboratory heating could be measured accurately. Finally, preliminary investigations of the use of natural exo-electron signals in chronometry are presented. This important potential application is illustrated by an example showing the use of OSE to estimate a natural dose which could not be measured using OSL.

It is concluded that exo-electron signals from natural minerals can be measured easily, are stable in time, and survive aggressive chemical surface cleaning. Together with luminescence signals, they can be used to provide important new insights into charge movement in insulators, and seem to have considerable potential application in both accident dosimetry and chronometry.
Optically Stimulated Luminescence (OSL) dating showed to be a robust and reliable tool for dating quartz samples in the age range of 1,000 up to 150,000 years. However, optical dating below and beyond these limits remains a challenge. OSL dating relies on the assumption that the luminescence signal of grains is fully reset to zero by sunlight exposure before deposition. If this requirement is not fulfilled (i.e. grains were “poorly-bleached”), ages may be grossly overestimated. In particular, poor-bleaching can significantly affect age estimations of young sediments, for which the remnant signal may be large relative to the signal built up during burial. One way to investigate poor-bleaching within a sample is to measure the OSL signal from individual grains rather than from aliquots made up of several thousands of grains.

The aim of this thesis is to determine the feasibility of optical dating techniques to individual grains of quartz from deposits formed within the last 300 years.

The standard single-aliquot (SA) technique has been validated on aeolian coastal-dune quartz samples, for which heterogeneous bleaching was not a significant issue. This gave us knowledge of the limits of standard luminescence techniques. The study site is the south-west of the island of Texel (The Netherlands), whose development of sand-dune deposits for the last 300 years is very well documented by means of maps. It was found that aeolian samples as young as 10 years old could be dated by quartz single-aliquot dating. One sample (<1 yr), which was known to have experienced poor-bleaching before deposition, gave an OSL age of 73±24 years, making it a good candidate for further single-grain (SG) analysis.

Before attempting any sort of SG age estimation, we focused at improving both instrumentation and dating procedures. This need arose from the fact that luminescence signals from young samples are weak and noisy. We found that the light detection efficiency can be increased by choosing an alternative set of detection filters to be used with the photomultiplier tube. As a result, a greater percentage of grains could be used for our analysis. We also investigated the homogeneity of our beta-sources, finding that for two sources out of four the irradiation of sample disks was not uniform. This could be seen from 3-D graphs, where the dose rate delivered to each individual grain was plotted against the position of the grain on the disk.

The single-aliquot-regenerative (SAR) protocol, commonly used in single-aliquot quartz measurements, was also modified to be used on individual quartz grains. The most important changes were focused on two issues: a) further increase of the percentage of grains that could be accepted for dose analysis and b) selection of the OSL component that is more representative of the last depositional event that is to be dated. We tested this protocol on two well-bleached samples of 300 years, previously dated by single-aliquot means. We found that SG ages were comparable to SA ages if our modified SAR protocol was used.

Such a modified protocol was finally applied on two more samples from Texel, one being less than one year old and the other the 73-year-old sample whose age was overestimated by standard single-aliquot methods. With the first sample we tested our ability to date extremely young individual grains; with the second, our ability to cope with poor bleaching occurred to young quartz grains. We found that the zero-age sample could be correctly dated (within errors) but very large uncertainties are associated with the final dose. For the poorly-bleached sample, no satisfactory dose estimate could be provided. However, in this last case, poorly-bleached grains responsible for the SA age overestimation could be identified.

The work presented in this thesis shows the feasibility and great potential of SG dating of young quartz samples – and a suitable protocol is proposed. Despite encouraging results further investigations and additional innovative approaches are needed in order to make optical single-grain dating a robust and reliable tool.
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Conference Announcement

UK Luminescence and ESR Meeting

Department of Geography
University of Sheffield

12-14th September 2007

The annual UK Luminescence and ESR dating research meeting will be held at the University of Sheffield from the 12-14th September 2007. This meeting will be of interest to luminescence dating specialists, Quaternary geologists, archaeologists, dosimetric scientists and some physics researchers by providing an opportunity to discuss the latest research in trapped charge dating and related work. Presentations covering basic physics, methodological issues and the application of these techniques are all welcome. The meeting will consist of both oral and poster presentations, and presentations by research students are especially encouraged.

For further information send an e-mail to: Luminescence@sheffield.ac.uk or visit the University of Sheffield Geography department website at http://www.shef.ac.uk/led07 where the Second Circular is now available. Please note that both registration and abstract submission must be completed by the 17th August 2007.
Conference Announcement

Fifth New World
Luminescence Dating and
Dosimetry Workshop

Department of Earth and
Environmental Sciences at the
University of Illinois at Chicago

13-14th October 2007

The fifth New World Luminescence Dating and Dosimetry Workshop (NWLDDW) will be held at the Department of Earth and Environmental Sciences at the University of Illinois at Chicago. Workshop presentations are planned for October 13 to 14, 2007 (Saturday and Sunday) at the University of Illinois campus in Chicago. This workshop will gather a diverse group of researchers in Quaternary geology, geomorphology, archaeology, luminescence geochronology, solid-state physics and geochemistry to discuss advances in optical dating and dosimetry. Presentations on the application of techniques, method development, associated physics, and broader geochronologic and dosimetric implications are welcome.

All presentations will be oral. We anticipate two days of presentations and some time for enjoying the University of Illinois campus and the surrounding city. For further information please contact Steve Forman (slf@uic.edu).
Conference Abstracts

Abstracts from the Fourth New World Luminescence Dating Workshop held at the Denver Federal Center, Denver, Colorado, USA between May 31 and June 1, 2006, are now available online. The abstracts in this volume cover OSL methodologies and applications and provide a current synthesis of luminescence work throughout North America. The workshop was sponsored by the U.S. Geological Survey, Crustal Imaging and Characterization Team and North Dakota State University. Participants included thirty-six research scientists and students in geology, archaeology, and physics from the U.S. Geological Survey, Los Alamos National Laboratory, the Kentucky Geological Survey, the Colorado Geological Survey, eight universities in the United States, the University of Quebec (in Montreal, Canada), the Physical Research Laboratory (in Ahmedabad, India) and Risø National Laboratory, Denmark.

The following URL allows anyone who is interested in reading or referencing the abstracts to access the entire report as a PDF.
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