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Abstract

Luminescence dating methods make use of the infinite-matrix assumption to simplify dose rate calculations. This works well when the sediment grain size is much smaller than the range of beta electrons in sediment (\(\sim 3 \text{ mm}\)). However, shell material introduces complexity in the beta dose rate calculations, because it creates low-dose-rate zones where no mineral grains are present. This phenomenon introduces an error in the estimated beta dose rate, whether or not the shells are included in the beta dose-rate measurements. The magnitude of the error depends on the size and shape of the shell material, and the quantity of it. Here, this relationship is modelled using Monte Carlo radiation transport software. The model indicates that for shell masses below 25\%, accurate estimates of beta dose rate are readily obtained from: 1) the infinite matrix dose rate of the bulk material (including shells) when shell fragments are small (< \(\sim 0.001 \text{ cm}^3\)); and 2) the infinite matrix dose rate of the sandy fraction (without shells) when shell fragments are larger (> \(\sim 1 \text{ cm}^3\)). Between these extremes of shell size, e.g. for shell-hash samples, a significant correction to the measured beta dose rate is necessary.
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1. Introduction

Shell material can make up a significant proportion of some types of coastal sediment. While fine shell fragments (\(\sim 0.001 \text{ cm}^3\)) are often present in coastal dunes, larger shell fragments (\(\sim 0.03 \text{ cm}^3\)) can be concentrated in shell hash, forming a major part of coastal barrier sequences. Beds of whole valves and articulated shells can be laid by storm surges or tsunamis, and large concentrations of shells can be found in middens.

Optically Stimulated Luminescence (OSL) methods generally work very well for coastal sediment, but dating the shell-rich deposits presents an additional complication for the beta dose-rate calculations. The complexity arises because shell material makes the sediment non-uniform at the range of beta electrons, so invalidating the infinite-matrix assumption. As a consequence, the dose received by the dosimeter grains is less than the infinite-matrix dose (Nathan et al., 2003). While it is often possible to avoid shell-rich beds by sampling the bracketing horizons (e.g. Bate- man et al., 2008), it may be necessary or desirable to target the shell-rich beds directly (e.g. Cunningham et al., 2011; Pluckhahn et al., 2015). For such sediments, OSL does have advantages over other dating methods, provided the dose-rate complications are surmounted. Radiocarbon dating and amino-acid racemization can be applied to shell material, but can be erroneous if the shell ages are not contemporary with the deposition event. For example, Oliver et al. (2015) dated a Holocene barrier sequence with quartz OSL (targeting aeolian sand beds), and found a significant offset from a previous chronology which used radiocarbon on shell hash. Radiocarbon ages of marine shells also require a reservoir correction, and terrestrial shells are problematic due to hard-water effects.

For shell-rich sediment, the disparity between the actual and infinite-matrix dose rates depends on the size and quantity of shell material. The effect can be modelled using a Monte Carlo radiation transport code, once estimates have been made of the shell size and quantity, and the radionuclide concentrations. This was done by Cunningham et al.
(2011) for a shell-rich storm-surge bed and a shell hash sample, with the OSL ages, once corrected, neatly matching the bracketing OSL dates on aeolian sand. However, such an undertaking may not be justified unless it is known that a large dose-rate correction needs to be made. If the shell content is low enough, or the shells are small enough, then the error resulting from the infinite-matrix assumption will be tolerable.

The purpose of this paper is to assess how the beta dose rate to quartz grains is influenced by the size and quantity of shell material. It is intended to help readers decide what strategy to use for beta dose-rate measurements when shells are present, and whether further modelling would be beneficial for their samples. The phenomenon of interest also affects the external beta dose to feldspar grains. However, unlike quartz grains, feldspar grains also have a significant internal beta dose, so the consequence of an error in the external beta dose rate is less severe. It is assumed here that the shell material is discrete and its composition constant over time. Complications arising from carbonate cementation and uranium uptake are discussed elsewhere (Zander et al., 2007; Nathan & Mauz, 2008).

2. The phenomenon

Typically, beta dose rate estimates follow either spectrometry or beta-counting measurements. In both cases, the sample is homogenised before measurement and the infinite-matrix (IM) assumption is used, i.e. the rate of radiation absorption is presumed equal to the rate of radiation emission (Aitken, 1985). The distribution of radionuclides is also presumed to be uniform. For sandy or silty sediments this assumption is reasonable because the range of beta particles (~3 mm) is much larger than the diameter of the grains (although see Guérin et al., 2012).

The introduction of shell material to the sediment creates non-uniformity in the beta field. The sediment now contains two different zones: the solid shell, and the sand matrix. Shell consists of calcite or aragonite with a density of ~2.70 g cm$^{-3}$. Although the density of the shell is comparable to minerals in the sand matrix, the shell does not contain any pore space. The shell material is therefore more efficient at absorbing radiation per unit volume compared to the sand matrix (mean density ~1.80 g cm$^{-3}$). In addition, shell material has an extremely low radionuclide concentration, providing an infinite-matrix beta dose rate of ~0.02 Gy ka$^{-1}$. Beta dose rates provided by the sand matrix depend on the mineralogical composition, but would typically be at least an order of magnitude larger: beta dose rates of 0.50 - 1.00. Gy ka$^{-1}$ are typical for coastal settings (e.g. van Hateren et al., 2000; Ballarini et al., 2003).

The presence of the shell material creates zones in the sediment with low beta dose rates. The dosimeter grains, be they quartz or feldspar, are excluded from this zone, so are not subject to the lowest beta dose rates possible in the bulk sediment. The exclusion of the dosimeter grains from low-dose regions means the actual dose rate to the sand matrix is higher than the infinite-matrix dose rate. However, the dose rate in the sand matrix is also affected by proximity to the shells: grains closer than ~3 mm to a shell have a dose rate lower than the remainder of the sand matrix, because the shell is not emitting as much beta radiation as it absorbs.

This phenomenon presents a conundrum for dose rate estimation. If a shell-rich sample is homogenised before spectrometry or beta-counting measurements, then the beta dose rate to the dosimeter grains will be underestimated. However, if the shells are removed before homogenisation, then the dose rate will be overestimated because of the proximity effect. The actual beta dose rate to the grains must lie between these extremes (the bulk-sample IM dose rate, and the sand-matrix-only IM dose rate; hereafter ‘bulk-IM’ and ‘sand-IM’), and will depend on the size and quantity of the shells.

3. Monte Carlo Modelling

Monte Carlo radiation transport software simulates particle interaction in a specified geometry, with the option of recording the energy deposited in particular regions. This study uses the MCNP4C software (Briesmeister, 2000) and a simple, cellular geometry. A brief description of the model set-up is given here; full details, including sensitivity tests, are provided in the supplementary files of Cunningham et al. (2011).

The model geometry is constructed by randomly placing rectangular cuboids within a larger cube (Fig. 1). The cuboids have relative dimensions 10 : 10 : 1. The cuboids represent shells or shell fragments; they are placed in one of two orientations, until the desired volume fraction is filled with ‘shells’. The shells are given a material of CaCO$_3$, density 2.70 g cm$^{-3}$. The remaining space is defined with a material combination of SiO$_2$ and H$_2$O and represents the sand matrix with density 1.82 g cm$^{-3}$, reflecting a water content of 5% and packing density of 65%.
Each shell, and the sand matrix, is defined as a source region for beta particles. The beta energy spectra for the sand and shell source regions are different. The spectra were generated by Cunningham et al. (2011) using gamma-spectrometry derived radionuclide concentrations for both sand and shell, which were used to weight the beta energy spectra for K, and the U and Th chains. There is a 28 : 1 ratio of energy emitted per unit mass between sand and shell. These spectra were designed for a particular coastal sample from North Holland; their use here in a generalised model is reasonable in my view, as differences in the radioactivity from sample to sample will not affect the order-of-magnitude difference between the two components.

The model has a single dosimeter, the sand-matrix region, in which the deposited energy is recorded. Particles hitting the boundary of the geometry are reflected back in random directions to maintain charged-particle equilibrium. Five different geometries were constructed with shell mass fractions of 5%, 10%, 20%, 30% and 40%. Different shell sizes were simulated by changing the dimensions of the geometry, effectively changing the volumes of the individual shells. Each of the five geometries was used for 10 different shell volumes between 0.0001 cm$^3$ and 2.70 cm$^3$, resulting in 50 variations of the simulation.

4. Results

The simulation output consists of energy deposited in the sand matrix (where the dosimeter grains must be located), through the interaction of beta electrons and their secondary particles. In Fig. 2, these values are expressed as a proportion of the bulk-IM and sand-IM beta doses. Fig. 2a shows the ratio of the modelled dose to the bulk-IM dose, as a function of individual shell volume and total shell mass. The biggest departure from the bulk-IM dose occurs where shells are large and numerous. As the shell size and quantity becomes smaller, the modelled beta dose approaches the bulk-IM dose.

Fig. 2b shows the same model output, expressed as a proportion of the sand-only IM dose. When there are a small number of larger shells, the modelled dose to the sand matrix is similar to its IM dose; when there are a large number of small shell fragments, the modelled dose is much smaller than sand-IM dose.

5. Discussion

The model used here makes use of some simplifications in geometry, making the analysis easier but more limited in scope. The first limitation comes through the use of voxelisation: the shells must be placed on a discrete coordinate system. When packed densely, the shells are liable to stack on top of each other, with no intervening space for the sand matrix. This is a poor simulation of the natural sediment, where even closely packed shells are likely to have some sand grains in between. Assessed visually, the model geometry is susceptible to this effect at shell mass fractions greater than 30% (and is responsible for the kink in the contour plots for the 30% shell-mass simulations). The second limitation lies in the choice of shell dimensions. The dimension ratio 10 : 10 : 1 was used to approximate a medium-sized shell with length and width of 2 cm, and thickness 0.2 cm, and this ratio was kept constant for smaller shell volumes. This is not very realistic for fine shell fragments, which in nature
are likely to be less elongated. With these two known limitations, the model is most robust for the bottom right of the contour plots (Fig. 2), and least robust for the top left. In a further limitation, it is assumed all shells within a simulation run are the same size. While this is obviously a simplification, sorting does occur in fluvial and aeolian sedimentation, as it does in shell midden formation, and it is the order-of-magnitude differences in shell size that are of concern here.

In designing a decision strategy for samples with shell material, it should be noted that the external beta dose to quartz grains contributes \( \sim 60\% \) of the annual dose. For feldspar, the relative contribution of external beta dose will be lower (\( \sim 50\% \)) due to an additional component of internal beta radiation. An error of 5\% in the external beta dose rate therefore equates to \( \sim 3\% \) error in the total dose rate and age estimate for quartz, and < 2.5\% for feldspar. Given the other sources of uncertainty in OSL dating, a 3\% error in the age can usually be tolerated. A decision strategy can then ascertain whether this tolerance is exceeded. The strategy can be demonstrated by considering shell material of three different sizes, each indicated on Fig. 2:

1. **Medium to large shells** (volume per shell \( \sim 1 \text{ cm}^3 \)). If the pieces of shell material are relatively large, then the beta dose to the sand is similar to the sand-IM dose. With reference to Fig. 2b, a mass fraction of medium to large shells of up to 30\% will result in a tolerable error in the beta dose of under 5\%, provided that the beta dose measurements are performed on the sand fraction.

2. **Fine shell fragments** (volume per fragment \( \sim 0.001 \text{ cm}^3 \)). Fine shell fragments have little effect on the bulk-IM dose rate. The error on the bulk-IM dose rate is tolerable for a mass fraction up to \( \sim 25\% \). In most cases therefore, fine shell fragments can be included in beta dose measurements.

3. **Shell hash**. Shell material with the size range of shell hash presents a problem. If the total shell mass is \( > 10\% \), both the bulk-IM dose rate and the sand-only IM dose rate result in a significant error. For example, a shell-hash mass fraction of 30\% will create \( \sim 20\% \) error in the beta dose rate, whether or not the shells are included in the beta-dose measurements. A correction will be then be required.

Figure 3 shows a graphical visualisation of this decision strategy. Required beforehand are the mass fraction of the shell material (i.e. mass of the \( > 1 \text{ mm} \) fraction, divided by the total sediment mass), and the approximate volume of the individual shell fragments (e.g. \( A \times B \times C \) axes of a fragment, or its mass in grams divided by 2.71). If the shell material is large or very fine, then the resulting strategy is straightforward. Shell fragments of the size found in shell hash will demand a correction be applied to the dose rate. A rough correction could be made using Fig. 2a or Fig. 2b; a more precise correction would require a sample-specific Monte Carlo model.

**6. Conclusion**

Discrete shells or shell fragments in sediment create an error in the beta dose rate estimate to quartz or feldspar grains used as dosimeters. This error occurs whether or not the shells are included in the homogenised measurements for beta dose-rate assessment. If shells are medium-sized or larger (\( > \sim 1 \text{ cm}^3 \)), the error is probably tolerable if they are removed from the sample before homogenisation. Fine shell fragments (passing 2 mm sieve) can usually be homogenised with the bulk sample. If small shells or shell-hash sized fragments are present at a mass fraction of \( > 10\% \), the beta dose rate will need to be corrected.

If shell material is present, it is straightforward to record its total mass and the approximate size of the shells. With this information, the decision strategy in this paper can be used. In most cases a tolerable error can be achieved without need for correction, but in some cases the correction to the beta dose rate will be required. However, even a small correction may be beneficial; for example, variability in the shell content within a set of samples, if uncorrected for, would create additional sample-to-sample scatter in the age.
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Abstract
Samples collected from gypsiferous deposits in the Nefud Desert, Saudi Arabia, yielded anomalous signals when presumed quartz and feldspar extracts were measured with BSL and pIRIR_{290} SAR protocols, respectively. Subsequent scanning electron microscopy analysis indicated that the majority of extracted coarse grains were gypsum instead of quartz or feldspar. Luminescence signals were detected from gypsum at room or low (50 °C) temperature when stimulated with blue (UV detection: 330, 380 nm) or IR (blue detection) light. No UV (330 nm) emissions were detected with IRSL stimulation. A modified SAR protocol (no preheats) was successful in building saturating exponential growth curves for BSL/UV_{380} and IRSL/blue emissions from gypsum, with acceptable recycling and zero ratios. Luminescence measurement of gypsum with standard protocols used for quartz (BSL/UV_{340} SAR with preheats) and feldspar (pIRIR_{290} SAR with preheats) yielded either negligible or anomalous signals that could be excluded from consideration via typical rejection criteria. Additionally, massive decrease in sensitivity with SAR cycle was found to be indicative of gypsiferous content. Therefore measurement of quartz and feldspar aliquots according to standard procedures should be possible even in gypsum-contaminated samples, though concentration of these minerals via an extra density separation step may be necessary.

Keywords: luminescence, gypsum, sample preparation, rejection criteria

1. Introduction

Gypsum (CaSO_{4} · 2H_{2}O) is a moderately soluble evaporite commonly found in arid environments. Precipitate deposits may be classified as primary, forming from a super-saturated brine pool, secondary, precipitating in intrasedimentary spaces (e.g. desert roses), or, perhaps most often, a mixture of the two (Warren, 2006). Unless gypsum has formed within a supersaturated water column, mineral inclusions such as quartz and feldspar grains are very common, and physical separation of the minerals is complex and time-consuming (McLeod et al., 1985). Anhydrite (CaSO_{4}) is a closely related mineral that may form naturally, or it can be produced artificially by heating gypsum and inducing the progressive loss of both water molecules. Loss of water from the crystal structure begins at temperatures as low as ~363 K (~90 °C) (Lager et al., 1984).

Various attempts have been made to date gypsum or anhydrite via trapped charge dating techniques, such as electron spin resonance and thermoluminescence (Nambi, 1982; Mathew et al., 2004; Nagar et al., 2010; Aydas et al., 2011). More recently, O’Connor et al. (2011) have shown that room temperature blue light stimulation (470 ± 30 nm) and infrared stimulation (830 ± 10 nm) of both gypsum and anhydrite yield measurable UV (5 mm Hoya U-340) or blue-violet (1 mm Schott BG-39 and 2.5 mm Corning 7-59) and UV emissions. Detschel & Lepper (2009) also detected BSL/UV and IRSL/UV signals (same stimulation/detection as above) from gypsum at room temperature, but only BSL/UV from anhydrite. The irradiating source in this study, however, was ionizing UV radiation from a deuterium source, therefore it may not be directly comparable. O’Connor et al. (2011) also reported that a modified, room temperature SAR protocol adequately corrected for sensitivity changes and could be used to measure a saturating exponential regeneration curve, how-
ever, signal fading was significant (less than 5% per decade) for all tested combinations except for IRSL/UV of gypsum. Jain et al. (2006) published measurable signal and growth curves from gypsum and anhydrite (BSL/UV), but noted a sensitivity decrease of nearly an order of magnitude after preheating to 260°C (held 0 s). Mahan & Kay (2012) attempted to date gypsum from Salt Basin Playa via a BSL/UV SAR protocol with preheats of 180°C for 10 s and BSL measurement at 125°C, working on the assumption that the complete transformation into anhydrite did not occur until ca. 180–200°C. They also noted severely decreased signal intensity with preheats greater than this temperature. Standard preheats or raised temperature stimulations seem to have a deleterious effect on the signals measured from gypsum, which is likely linked to dehydration of the crystal structure and eventual conversion to anhydrite. It should be emphasized that the above research has shown anhydrite and gypsum to have distinct signal characteristics (Detschel & Lepper, 2009; Jain et al., 2006) and fading rates (O’Connor et al., 2011).

Samples collected from gypsum-rich environments are likely to comprise mineral mixtures which cannot be completely separated, and the experiments described above suggest that gypsum/anhydrite may produce a measurable emission during standard, elevated temperature OSL/IRSL measurement of quartz or feldspar. Luminescence signal contamination can lead to age underestimation if a proportion of the measured signal fades over geological time scales. It may also lead to incorrect dose rate calculations if radioisotope distribution and attenuation factors are miscalculated or poorly understood. Current rejection criteria, such as the IR depletion ratio (Duller, 2003), ensure that feldspar dominated aliquots are excluded from quartz BSL populations, while IRSL emissions from quartz will be negligible during typical feldspar IRSL and elevated temperature post-IR IRSL measurements (Spooner, 1994). The efficacy of such measures for excluding gypsum- or anhydrite-signal dominated aliquots, however, has not been tested.

### 2. Methodology

Samples were collected from two endorheic basins, Al Marrat and Jubbah, located near the southern edge of the An Nefud sand sea (Saudi Arabia) (Petraglia et al., 2011, 2012). Gypsum-rich samples (JB2-OSL2: 1.57 m, JB2-OSL5: 4.15 m) were collected from palaeoenvironmental sampling site JB-2 in the Jubbal basin, an 8.5 m section comprising carbonate-rich and gypsiferous sediments, sands, and clays. Field observations indicated extensive gypsum precipitation within the upper four to five meters of this section, with crystals up to several centimeters in size. During sampling, however, an effort was made to avoid the most gypsiferous units, and samples were collected from powdery carbonate units. It was presumed that these carbonate units might be more likely to include quartz and feldspar grains. Collection and initial preparation methods for nominal ‘quartz’ and ‘feldspar’ coarse grain fractions (180–255 μm) followed Hilbert et al. (2014), and included wet sieving, digestion in hydrochloric acid, a sodium polytungstate separation (ρ = 2.58 g cm⁻³), and ninety minutes hydrofluoric acid etching for the quartz fraction.

Subsequently, these samples were prepared with a second sodium polytungstate separation (ρ = 2.35 g cm⁻³) in order to further separate pure gypsum crystals. The efficacy of these density separations will be discussed later. In the results and discussion, mineral fractions will be referred to by density (e.g. ρ < 2.58 or ρ < 2.35 g cm⁻³). Typical Nefud coarse-grained quartz (Q) and feldspar (F) separates (180–255 μm) were extracted from luminescence samples collected in sand-rich deposits in the nearby Al Marrat basin and Jubbal basin site Al-Rabyah (Hilbert et al., 2014), respectively. These were prepared according to the first method described above.

All equivalent dose (Dₑ) measurements were performed with either a lexsyg research or a lexsyg smart (Richter et al., 2013). Standard BSL SAR (Murray & Wintle, 2000, 2003), pIRIR₂⁹₀ SAR (Thiel et al., 2011), and modified low temperature BSL and IRSL SAR protocols (similar to

<table>
<thead>
<tr>
<th>Set</th>
<th>Stim./Detection</th>
<th>Use</th>
<th>Filters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BSL/UV₃₄₀</td>
<td>Standard BSL SAR</td>
<td>Hoya U340 glass (2.5 mm) + Delta-BP 365/50 EX-interference (5 mm)</td>
</tr>
<tr>
<td>2</td>
<td>IRSL&amp;pIRIR₂⁹₀</td>
<td>Standard IRSL₅₀ and pIRIR₂⁹₀</td>
<td>Schott BG 39 glass (3 mm) + AHF Brightline HC414/46-interference (3.5 mm)</td>
</tr>
<tr>
<td>3</td>
<td>BSL/UV₃₃₀</td>
<td>Gypsum characterization (RT)</td>
<td>Hoya U340 glass (2.5 mm) + AHF Brightline HC340/26 interference (5 mm)</td>
</tr>
<tr>
<td>4</td>
<td>BSL/UV₃₈₀</td>
<td>Gypsum characterization (RT)</td>
<td>Hoya U340 glass (2.5 mm) + Delta-BP 365/50 EX-Interference (5 mm)</td>
</tr>
<tr>
<td>5</td>
<td>IRSL/UV₃₃₀</td>
<td>Gypsum characterization (50°C)</td>
<td>Hoya U340 glass (2.5 mm) + AHF Brightline HC340/26 interference (5 mm)</td>
</tr>
<tr>
<td>6</td>
<td>IRSL/blue</td>
<td>Gypsum characterization (50°C)</td>
<td>Schott BG 39 glass (3 mm), Schott BG 25 (3 mm), Schott KG3, (2 mm)</td>
</tr>
</tbody>
</table>

Table 1. Filter combinations used for measurements.
O’Connor et al. (2011) were tested for various mineral fractions. Measurement parameters and luminescence signal integration limits are given in Tables 1 and 2, and data were analysed with Luminescence Analyst v. 4.11. Detection/emission combinations are referred to in the text as, e.g., BSL/UV <sub>330</sub>: blue light stimulation with emission detection centered at 330 nm. Though the gypsum will be at least partially dehydrated by heating, we will refer to non-quartz and feldspar aliquots both pre- and post-heating as either gypsum or gypsum-rich.

3. Results and Discussion

Initial BSL and pIRIR<sub>290</sub> measurements upon mineral separates (ρ < 2.58 g cm<sup>-3</sup> and ρ < 2.58 g cm<sup>-3</sup>, respectively) from samples JB2-OSL1 and JB2-OSL2 yielded either negligible or anomalous signals (see discussion below and Figure 3). This prompted the mineralogical investigations and luminescence characterization reported here. As a first step, the purity of each fraction was investigated via scanning electron microscopy. Previously measured aliquots from both samples were carbon coated and examined for grain morphology and composition. Many crystals displayed morphology typical of gypsum (Mees et al., 2012), with elongated shapes (> 600 µm) or smaller, broken crystal forms (Figure 1). Spectral analysis confirmed the dominant presence of gypsum with some quartz or feldspar grains in both fractions. Nominal ‘quartz’ aliquots (ρ > 2.58 g cm<sup>-3</sup>) comprised half or more gypsum grains, while nominal ‘feldspar’ aliquots (ρ < 2.58 g cm<sup>-3</sup>) comprise primarily gypsum, with infrequent feldspar and quartz grains. Mahan & Kay (2012) also described poor results from density separation of gypsum-rich samples and attributed this to gypsum overgrowth upon denser minerals such as quartz. It seems possible, too, that the sheer amount of gypsum in these samples might have trapped denser grains during density separation, though samples were stirred gently to discourage grain clumping and then centrifuged for at least 5 minutes. It can also be noted that SEM images of the gypsum crystals do not show any pits indicative of hydrofluoric or hydrochloric acid etching. Gypsum reaction with hydrofluoric acid seems to be negligible at room temperature during the 90 minute etch used here; this is in contrast to HF etching of quartzes and feldspars which results from the conversion of silicates into fluoro silicates (Fogler et al., 1975). Indeed, chemical removal of gypsum precipitates requires extensive treatment with high strength acids, for instance, treatment by ethylene diamine tetra acetic acid followed by digestion in heated 12 N HCl for three hours (Kocurek et al., 2007; Mahan & Kay, 2012).

We then confirmed that these gypsum-rich aliquots (ρ < 2.58 g cm<sup>-3</sup>, sample JB2-OSL5) yielded a luminescence signal if measured at room temperature (RT). Three aliquots (6 mm diameter) were bleached with both blue (100 s) and IR LEDs (300 s) at room temperature, after which each underwent several cycles of irradiation (27.8 Gy) and luminescence detection with various stimulation/emission parameters (Tables 1 and 2): BSL/UV<sub>330</sub>, BSL/UV<sub>380</sub>, IRSL/UV<sub>330</sub>, and IRSL/blue. Luminescence decay curves are shown in Figure 2a. Absolute signal strength and relative magnitude of the tested signals were similar for all three aliquots. BSL/UV<sub>380</sub> provided the strongest signal, with an initial magnitude of approximately 1000 counts per 0.1 s. BSL/UV<sub>330</sub> was the next strongest, with a signal approximately 60% of the BSL/ UV<sub>380</sub> signal, followed by IRSL/blue (20%). IRSL/UV<sub>330</sub> provided by far the weak-

Figure 1. SEM image of JB2-OSL5 aliquot (ρ < 2.58 g cm<sup>-3</sup>). Nearly all of the crystals in the view are gypsum, based on the elemental compositions shown in (c) and crystal morphology. The spectrum shown in b) was collected at the point marked with the white star in a). The crystal on the upper right is quartz, and no feldspars are visible. Silicon rims around many of the grains are due to the use of silicone oil in aliquot preparation.
est signal, with a relative strength of only 3%. In all cases, a significant BSL signal could still be measured after IRSL stimulation.

Regeneration curves were then measured for both BSL/UV\(_{380}\) (RT) and IRSL/blue combinations (50°C, Figure 2b), using a modified SAR protocol with no preheat (Table 2). For comparison, representative growth curves are shown for typical quartz (BSL SAR with preheat) and feldspar (pIRIR\(_{290}\)) aliquots as well. It is evident that both gypsum regeneration curves have a higher \(D_0\) than Nefud quartz or feldspar samples, with the IRSL/blue curve yielding the highest saturation point. The highest dose given in the laboratory was 1113 Gy, at which point the normalized IRSL/blue signal was not yet saturated. The \(D_0\) calculated for this aliquot was ca. 1500 Gy. Recycling ratios for both regeneration curves were within two sigma of unity (IRSL/blue: 1.16 ± 0.10; BSL/UV\(_{380}\): 0.99 ± 0.05). Recuperation levels were also low, being negative for IRSL/blue detection and only 5.7 ± 0.9% for BSL/UV\(_{380}\).

It seems probable that these signals derive primarily from gypsum rather than quartz or feldspar inclusions. Based on SEM results, we know that rare quartz and feldspar grains are included in this fraction, however, no feldspar or quartz grains were identified when aliquots were inspected under a microscope. Of course, this cannot rule out the presence of microscopic mineral inclusions. Yet recorded luminescence characteristics correspond closely to those reported in the literature for natural and synthetic gypsum (Detschel & Lepper, 2009; O’Connor et al., 2011). Examination of TL measurements for several aliquots from this fraction did not show a measurable 110°C peak (i.e. an indication of the presence of quartz grains). Finally, another aliquot of the purified gypsum fraction (\(\rho < 2.35\ \text{g cm}^{-3}\)), sample JB2-OSL5) was prepared, irradiated (524.4 Gy), and its luminescence signal was measured with an EMCCD camera incorporated into a lexysyg research at the Stockholm Luminescence Laboratory (IRSL stimulation at 50°C, 1.9 s exposure, blue filter set). No emission centers were detected in the resulting image, suggesting that no feldspar inclusions are present; by comparison another gypsum-rich sample with suspected feldspar inclusions was measured and multiple, bright IRSL responsive grains were detected. All evidence suggests that quartz and feldspar inclusions seem to be rare in JB2-OSL5 gypsum grains. Based on grain morphology, we suspect that the most of this sample’s gypsum crystallised within a water column and limited the presence of mineral inclusions, however, more research is necessary to prove this.

We then tested the gypsum’s luminescence response to typical elevated temperature BSL with preheating, as is often used for quartz luminescence dating. Two aliquots were prepared from the purified gypsum fraction (\(\rho < 2.35\ \text{g cm}^{-3}\), JB2-OSL5) and measured with a full SAR BSL protocol (Tables 1 and 2, Figure 3a). Additionally, twelve aliquots of the primarily gypsiniferous ‘heavy’ fraction (\(\rho > 2.58\ \text{g cm}^{-3}\); JB2-OSL2) were prepared and measured with variable stimulation power and integration time (50 or 100 mW cm\(^{-2}\), 0.1 s or 0.5 s per channel). For this second group, only the natural signal and one regeneration dose (152.4 Gy) were measured, with a test dose of 30.5 Gy. All aliquots shared the same characteristics, therefore they are discussed together.

---

### Table 2. Stimulation and heating parameters for regeneration protocols. Aliquots were prepared in the following sizes (left to right): 2 mm, 1 mm, 6 mm, 6 mm.

<table>
<thead>
<tr>
<th>SAR Step</th>
<th>Standard BSL</th>
<th>pIRIR(_{290})</th>
<th>Modified BSL</th>
<th>Modified IRSL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\beta) irradiation</td>
<td>(\beta) irradiation</td>
<td>(\beta) irradiation</td>
<td>(\beta) irradiation</td>
</tr>
<tr>
<td>2</td>
<td>Preheat 260°C (5°C s(^{-1}), hold 10 s)</td>
<td>Preheat 320°C (5°C s(^{-1}), hold 60 s)</td>
<td>Pause 10000 s</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>IRSL (IR depletion step only) 50°C, 100 s</td>
<td>IRSL(^2) 50°C, 200 s Signal: first 2 s Background: last 50 s</td>
<td>BSL(^4) RT, 100 s stimulation Signal: first 1.5 s Background: last 30 s</td>
<td>IRSL(^6) 50°C, 300 s Signal: first 2.5 s Background: last 100 s</td>
</tr>
<tr>
<td>4</td>
<td>BSL(^1) 125°C, 60 s Signal: first 0.2 s Background: last 20 s</td>
<td>IRSL(^2) 290°C, 200 s Signal: first 2 s Background: last 50 s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>(\beta) irradiation</td>
<td>(\beta) irradiation</td>
<td>(\beta) irradiation</td>
<td>(\beta) irradiation</td>
</tr>
<tr>
<td>6</td>
<td>Preheat 240°C (5°C s(^{-1}), hold 10 s)</td>
<td>Preheat 320°C (5°C s(^{-1}), hold 60 s)</td>
<td>Pause 10000 s</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>BSL(^1) As above</td>
<td>IRSL(^2) 50°C as above</td>
<td>BSL(^4) As above</td>
<td>IRSL(^6) 50°C as above</td>
</tr>
<tr>
<td>8</td>
<td>Hot Bleach 280°C, 100 s blue LED stimulation</td>
<td>IRSL(^2) 290°C as above</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Hot Bleach 325°C, 100 s IR LED stimulation</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Gypsum luminescence signals. A) Luminescence decay curves recorded at room temperature with various stimulation/detection combinations. B) Regeneration curves and test dose sensitivity changes (inset) measured for gypsum at low temperature (BSL/UV$_{380}$ at room temperature, IRSL/blue at 50°C) compared to typical quartz BSL/UV$_{340}$ and feldspar pIRIR$_{290}$ curves.

Natural signals of the gypsum-rich separates measured via the typical BSL/UV$_{340}$ quartz SAR protocol were measurable but insignificant. A small initial signal is present (on the order of 150 counts per 0.1 s), but this is more than an order of magnitude less intense than the signal from a typical pure quartz aliquot (Figure 3a). Test doses of up to 29.8 Gy did not yield measurable signals (greater than 3 times the standard deviation above the background level), therefore such aliquots would typically be rejected according to standard rejection criteria. Regeneration doses did produce higher signal levels (e.g., 200 counts per 0.1 s after 299.9 Gy irradiation) however, no growth curve could be constructed due to the lack of test dose signal. By contrast, the reference quartz aliquot yields measurable test dose signals with increasing sensitivity, a regeneration curve well fit by a saturating exponential, good recycling ratio and zero ratios, with no evidence for feldspar contamination (IR depletion ratio). Based on these characteristics, it is unlikely that the low-strength gypsum signal will adversely affect $D_E$’s measured from accepted quartz aliquots. In the case that mineral separation is very poor and only one or a very few quartz grains are included in an aliquot, we suggest that the test dose sensitivity change can be a useful additional rejection criterion. Evidence discussed below and results from Jain et al. (2006) and Mahan & Kay (2012) indicate that a gypsum-dominated signal will show a precipitous decrease in sensitivity after heating to such temperatures, whereas quartz usually increases sensitivity through the SAR cycle (Jungner & Bøtter-Jensen, 1994; Murray & Wintle, 2000).

Two more aliquots were prepared from the purified gypsum fraction ($\rho < 2.35 \text{ g cm}^{-3}$, JB2-OSL5) and measured according to the pIRIR$_{290}$ protocol (Tables 1 and 2). Ten aliquots each from JB2-OSL2 and JB2-OSL5 ($\rho < 2.58 \text{ g cm}^{-3}$) were also measured via pIRIR$_{290}$. As above, luminescence characteristics were similar for all three sets of aliquots, therefore they are discussed together.

No signal was detected during IRSL (50°C) stimulation in either the natural or regenerated measurements; the signal is noisy and never greater than 50 counts per 0.4 s (Figure 3, inset). This value is less than the typical background level of a known feldspar aliquot after 200 s stimulation. When subjected to a subsequent IRSL stimulation at 290°C, however, gypsum-rich aliquots yield a detectable signal of approximately 500-1000 counts per 0.4 s (Figure 3). The form of this decay is quite different from a typical pIRIR$_{290}$ feldspar signal, and seems to consist entirely of medium and slow components (though no deconvolution was performed). The pIRIR$_{290}$ signal of gypsum also differs from feldspar in that sensitivity dramatically decreases through the SAR cycle: after seven cycles the magnitude of the test dose signal may be $\sim 10\%$ or less of the first test dose. High thermal recuperation, between 20% and 60% of LN/TN ($\mu \pm \sigma$: 41.6 ± 9.8 %), is also a consistent feature.

4. Conclusions

It is important to note that gypsum-rich aliquots yield a detectable signal of approximately 500–1000 counts per 0.4 s when measured with IRSL stimulation at 290°C. We suggest, however, that pure or nearly pure luminescence signals from quartz and feldspar minerals can be detected via the application of standard rejection criteria to BSL/UV$_{340}$ and pIRIR$_{290}$ SAR data, respectively. Aliquots with a sig-
Figure 3. Gypsum-rich aliquots measured with standard BSL/UV\textsubscript{340} SAR protocol (a) and pIRIR\textsubscript{290} protocol (b). Gypsum natural decay curves, test dose sensitivity changes, and regeneration curves are plotted in comparison to quartz (a) or feldspar (b). The inset box in (b) shows the natural IRSL (50°C) signal. Note that several higher regenerated doses (gypsum) are not shown.
nal dominated by gypsum will fail several rejection criteria, particularly:

- detectable natural test signal greater than three sigma above the background signal (BSL)
- test dose error less than 15 – 20 % of the calculated test dose (BSL)
- calculated zero-ratio less than 5 % of $L_N/T_N$ (pIRIR$_{290}$)

Inspection of the decay curve form and test dose sensitivity change should also be conducted if gypsum contamination is suspected, and aliquots with significant sensitivity decrease excluded from further consideration. It may still be prudent to be wary of dates calculated for either quartz or feldspar minerals extracted from a gyspiferous layer if gypsum overgrowth occurs. Grain size estimates are important for attenuation factors and the calculation of internal dose rates for K-feldspars. Gypsum overgrowth will also inhibit hydrofluoric acid etching of quartz, which may lead to dose rate inaccuracies. This issue must be evaluated for each site, however, and is outside the scope of this paper.
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Abstract
In our study, we investigate the quartz single-grain dose recovery characteristics of five aeolian samples from three archaeological sites in Australia and Morocco. Comparatively small (20 – 49 Gy) and high (180 – 208 Gy) doses were applied to sand-sized quartz grains of each sample. Samples were bleached by green laser, sunlight and solar simulator stimulation. We observed a primary dependency of the results on the size of the administered dose, but also observed sample-specific responses to the chosen dose recovery measurement parameters.

The Australian samples originate from an open-air archaeological site and consist of highly sensitized quartz grains with comparatively small equivalent doses. By contrast, the Moroccan samples originate from two cave sites known to be affected by heterogeneous dose rates and post-depositional mixing to varying degrees; this material is generally less sensitive, and expected equivalent doses are >180 Gy, while single-grain quartz weighted average signal saturation levels (2D₀) exceed 235 Gy.

Single grains from all sites, with one exception, recover small applied laboratory doses. These fall within 5 % of unity irrespective of the bleaching method. However, when applied doses are high, dose recovery test results vary substantially depending on how individual samples respond to the bleaching treatment prior to the given dose. The lowest dose recovery ratios and highest overdispersion values were observed in samples bleached in the solar simulator. Our results highlight the importance of investigating dose recovery characteristics at single grain level, and indicate additional sources of complexity in understanding the luminescence characteristics of quartz.

Keywords: OSL, single grain, quartz, SAR, dose recovery test, artificial bleaching, overdispersion

1. Introduction
In recent years, dating of single sand-sized grains of quartz using optically stimulated luminescence (OSL) has been frequently applied in geological and archaeological contexts. By reducing the aliquot size for equivalent dose (Dₑ) determination from multigrain aliquots to individual grain level, better resolution of dose distributions can be obtained.

The overdispersion value (σ_OD) allows quantification of the variability observed in single grain dose distributions (Galbraith et al., 1999), comprising both extrinsic (dose rate heterogeneity, incomplete bleaching and post depositional mixing) and intrinsic factors, such as counting statistics, instrument reproducibility, thermal transfer or other sample-specific OSL characteristics (Thomsen et al., 2007). Especially when dating material from highly complex settings such as cave sites, σ_OD of an individual sample can yield significant insight into, for example, the depositional history of sediments, thereby improving the reliability of age determinations (Jacobs et al., 2012).

Dose recovery experiments are one of the standard performance tests in quartz OSL dating, and are commonly assumed to represent a useful check of the suitability of mea-
measure protocol parameters and the reliability of natural \(D_e\) estimates (Murray & Wintle, 2003).

In dose recovery experiments, known laboratory doses, which are recommended to be close to the expected natural \(D_e\) of a certain sample (Murray & Wintle, 2003), are administered either to artificially bleached or modern analogous samples. Their ability to recover this given dose within acceptable ranges – calculated as a ratio normalized to the applied dose – is assessed. Thomsen et al. (2012) have shown that the size of the administered dose is of considerable importance in dose recovery tests for single grains as well as for multiple grain aliquots. They found that, their quartz samples recovered relatively small given doses within unity, but at higher administered doses of 103 and 208 Gy, dose recovery was substantially underestimated by 10 – 15 %. As dose recovery tests are by definition laboratory-based experiments, the observed \(\sigma_{OD}\) in resulting single grain dose distributions only reflects the intrinsic variability in the individual sample and is not influenced by extrinsic factors, as is the case for natural samples (Thomsen et al., 2007). Furthermore, Guérin et al. (2015) recently found no correlation between dose recovery ratios and accuracy for obtained ages in 19 single-grain samples with independent age control. These observations cast doubt on the standard dose recovery test as a check for sample reliability, and highlight a need to investigate dose recovery tests in greater depth.

Given the complex nature of many cave-based archaeological sediments, dose recovery tests are often undertaken by resetting the natural signal rather than using modern analogues. Resetting can be achieved by various light sources which simulate natural bleaching conditions. The most commonly used bleaching sources are natural sunlight, solar simulators (SOL2), and stimulation in the OSL reader by green lasers or blue light emitting diodes (LEDs) (e.g. Aitken & Smith, 1988; Ballarini et al., 2007; Kang et al., 2012; Li & Wintle, 1991, 1992). Solar simulators (SOL2) have recently been shown to cause inaccuracies in dose recovery tests on multigrain aliquots (Choi et al., 2009; Wang et al., 2011). Thomsen et al. (2016) on the other hand, observed no significant systematic differences in dose recovery test results after SOL2 and blue LED bleaching for both, single grains and multigrain aliquots.

As yet it is unclear whether experimental dose recovery tests using artificial bleaching sources can accurately recover dose for all samples, especially in single grains, since generally dose recovery tests are undertaken on multigrain aliquots – even in a number of single grain dating studies (e.g. Arnold & Demuro, 2015; Demuro et al., 2012; Jacobs et al., 2008).

In this study we undertook single grain dose recovery tests (e.g. natural \(D_e\), signal intensities) on five sand-sized quartz samples from three different environmental settings from archaeological sites in Australia and Morocco. We investigate the dose recovery characteristics of these samples following different bleaching methods and after administering doses of different magnitude. We discuss the potential impact of experimental design and sample luminescence properties on the obtained results.

2. Instrumentation and sample characteristics

2.1. Instrumentation

All OSL measurements were undertaken using an automated Risø TL-DA-20 reader with a single grain attachment (Bøtter-Jensen et al., 2003), equipped with a calibrated \(^{90}\text{Sr}^{90}\text{Y}\) beta irradiation source (Bøtter-Jensen et al., 2000), and fitted with a 7.5 nm Hoya U-340 filter (Bøtter-Jensen, 1997). Individual grains were mounted on single grain sample discs containing 100 holes (300 \(\mu m\) diameter) on a 10 x 10 grid. Optical stimulation was provided by 10 mW 532 nm solid-state green laser beams for 1 s at 125 °C (90 % power, ∼50 W/cm\(^2\) power density (Duller et al., 1999)) and infrared LEDs (875 nm wavelength, ∼130 mW/cm\(^2\) power density).

2.2. Samples

We investigated five samples from archaeological sites that were deposited by eolian processes. We used quartz of the 180 – 212 \(\mu m\) sand-size fraction. Samples were extracted by a combination of wet and dry sieving, followed by chemical treatment (HCl, \(\text{H}_2\text{O}_2\), density separation and HF) under subdued red light.

Three samples originate from two archaeological cave sites in Morocco. L-EVA-1083 was collected at the inland site of Rhafas (Doerschner et al., in revision; Mercier et al., 2007; Wengler, 1993), and L-EVA-1218 and L-EVA-1221 from Thomas Quarry I (TQ I), located in aeolianite in Casablanca city on the Atlantic coast (Rhodes et al., 2006). Both sites are caves filled with Pleistocene sediments that were affected by post-depositional carbonate cementation and dose rate heterogeneity of varying degrees. The proportions of individual grains emitting detectable luminescence signals for natural \(D_e\) determination are 23 – 66 % for Rhafas and 6.8 – 31 % for TQ I samples (proportions reflect full suite of samples collected at Rhafas and TQ I). Furthermore, these samples yield particularly high \(D_0\) values which allow reliable determination of natural \(D_e\) between 126 and 216 Gy (using the Central Age Model (CAM) proposed by Galbraith et al., 1999), with \(\sigma_{OD}\) reaching up to 47 % (Table 1).

We compare these samples with two dune samples from the open-air archaeological site at Lake Mungo (LM), Australia (L-EVA-1010 and -1012; Fitzsimmons et al., 2014). These two samples yield CAM-derived natural \(D_e\) values of 42 and 21 Gy respectively, and \(\sigma_{OD}\) of less than 25 % (Table 1). Although previous work has already demonstrated that these samples exhibit bright, rapidly decaying OSL signals typical of highly sensitive quartz and are therefore well suited to OSL dating (Fitzsimmons, 2011; Fitzsimmons et al., 2014), it has also been reported that variations in microdosimetry in sediments from this region might induce relatively high \(\sigma_{OD}\) values in natural \(D_e\) distributions (Lomax et al., 2007).

To examine the different sensitivity characteristics of the individual samples, the sensitivity of the first test dose response \(T_1\) (in counts/seconds/Gy) of each single grain, obtained after measurement of the natural signal, was plotted...

### Table 1. Results of natural D\(_n\) determination and dose recovery tests.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Given Test D(_n)</th>
<th>Dose recovery standard simulated</th>
<th>Dose recovery simulated</th>
<th>Dose recovery simulated ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake Mungo</td>
<td>16.7 ± 0.3</td>
<td>1.0 ± 0.1</td>
<td>1.0 ± 0.1</td>
<td>1.0 ± 0.1</td>
</tr>
<tr>
<td>L-EVA-1010</td>
<td>3.9 ± 0.1</td>
<td>0.9 ± 0.1</td>
<td>0.9 ± 0.1</td>
<td>0.9 ± 0.1</td>
</tr>
<tr>
<td>L-EVA-1210</td>
<td>4.4 ± 0.1</td>
<td>1.3 ± 0.1</td>
<td>1.3 ± 0.1</td>
<td>1.3 ± 0.1</td>
</tr>
<tr>
<td>L-EVA-1211</td>
<td>3.9 ± 0.1</td>
<td>0.9 ± 0.1</td>
<td>0.9 ± 0.1</td>
<td>0.9 ± 0.1</td>
</tr>
<tr>
<td>L-EVA-1212</td>
<td>4.4 ± 0.1</td>
<td>1.3 ± 0.1</td>
<td>1.3 ± 0.1</td>
<td>1.3 ± 0.1</td>
</tr>
<tr>
<td>Rhafas</td>
<td>208 ± 0.5</td>
<td>1.0 ± 0.1</td>
<td>1.0 ± 0.1</td>
<td>1.0 ± 0.1</td>
</tr>
<tr>
<td>Lake Mungo</td>
<td>16.7 ± 0.3</td>
<td>1.0 ± 0.1</td>
<td>1.0 ± 0.1</td>
<td>1.0 ± 0.1</td>
</tr>
<tr>
<td>L-EVA-1010</td>
<td>3.9 ± 0.1</td>
<td>0.9 ± 0.1</td>
<td>0.9 ± 0.1</td>
<td>0.9 ± 0.1</td>
</tr>
<tr>
<td>L-EVA-1210</td>
<td>4.4 ± 0.1</td>
<td>1.3 ± 0.1</td>
<td>1.3 ± 0.1</td>
<td>1.3 ± 0.1</td>
</tr>
<tr>
<td>L-EVA-1211</td>
<td>3.9 ± 0.1</td>
<td>0.9 ± 0.1</td>
<td>0.9 ± 0.1</td>
<td>0.9 ± 0.1</td>
</tr>
<tr>
<td>L-EVA-1212</td>
<td>4.4 ± 0.1</td>
<td>1.3 ± 0.1</td>
<td>1.3 ± 0.1</td>
<td>1.3 ± 0.1</td>
</tr>
<tr>
<td>Rhafas</td>
<td>208 ± 0.5</td>
<td>1.0 ± 0.1</td>
<td>1.0 ± 0.1</td>
<td>1.0 ± 0.1</td>
</tr>
</tbody>
</table>

### Table 2. Single grain characteristics of dose recovery experiments.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Given Dose (Gy)</th>
<th>N(_{acc}) Grains</th>
<th>N(_{int}) Grains</th>
<th>N(_{rec}) Grains</th>
<th>N(_{ex}) Grains</th>
<th>Percent Remaining Dim.</th>
<th>Remaining Dim. Recycling ratio (&gt;) 20%</th>
<th>D(_n) error (&gt;) 30%</th>
<th>D(_n) error (&gt;) 30%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake Mungo</td>
<td>49 ± 0</td>
<td>908 ± 1</td>
<td>201 ± 1</td>
<td>101 ± 1</td>
<td>185 ± 1</td>
<td>19.0 ± 1</td>
<td>92.1 ± 1</td>
<td>9.5 ± 1</td>
<td>0.3 ± 1</td>
</tr>
<tr>
<td>L-EVA-1010</td>
<td>185 ± 0</td>
<td>1000 ± 5</td>
<td>200 ± 5</td>
<td>100 ± 5</td>
<td>185 ± 5</td>
<td>17.1 ± 5</td>
<td>96.3 ± 5</td>
<td>3.7 ± 5</td>
<td>0.4 ± 5</td>
</tr>
<tr>
<td>L-EVA-1210</td>
<td>185 ± 0</td>
<td>1000 ± 5</td>
<td>200 ± 5</td>
<td>100 ± 5</td>
<td>185 ± 5</td>
<td>17.1 ± 5</td>
<td>96.3 ± 5</td>
<td>3.7 ± 5</td>
<td>0.4 ± 5</td>
</tr>
<tr>
<td>L-EVA-1211</td>
<td>185 ± 0</td>
<td>1000 ± 5</td>
<td>200 ± 5</td>
<td>100 ± 5</td>
<td>185 ± 5</td>
<td>17.1 ± 5</td>
<td>96.3 ± 5</td>
<td>3.7 ± 5</td>
<td>0.4 ± 5</td>
</tr>
<tr>
<td>L-EVA-1212</td>
<td>185 ± 0</td>
<td>1000 ± 5</td>
<td>200 ± 5</td>
<td>100 ± 5</td>
<td>185 ± 5</td>
<td>17.1 ± 5</td>
<td>96.3 ± 5</td>
<td>3.7 ± 5</td>
<td>0.4 ± 5</td>
</tr>
<tr>
<td>Rhafas</td>
<td>208 ± 0</td>
<td>1000 ± 5</td>
<td>200 ± 5</td>
<td>100 ± 5</td>
<td>185 ± 5</td>
<td>17.1 ± 5</td>
<td>96.3 ± 5</td>
<td>3.7 ± 5</td>
<td>0.4 ± 5</td>
</tr>
</tbody>
</table>

---

1. Percentage of grains rejected due to insufficient test-dose signal.
2. Percentage of grains identified as statistical outliers (Grubbs, 1950).
3. Weighted average D\(_n\) value of the accepted D\(_n\)s and standard error of the mean.

---

Determined using the Central Age Model (Galbraith et al., 1999).
3. Dose recovery test – experimental details

Dose recovery tests on single grains were performed using the standard SAR protocol (Murray & Wintle, 2000, 2003) with a preheat temperature of 260 °C for 10 s, and a cutheat temperature of 220 °C. Preheat temperatures were determined based on the results of standard preheat plateau tests as well as combined dose recovery preheat plateau tests, in which seven different preheats (160–280 °C, data not shown) were applied to 1 mm multigrain aliquots (Murray & Wintle, 2003; Wintle & Murray, 2006). Potential feldspar contamination was tested at the end of each protocol by measuring the IR depletion of the OSL signal (Duller, 2003).

OSL signals were summed over the first 0.035 s of stimulation and corrected for background using the subsequent 0.035 s (Ballarini et al., 2007; Cunningham & Wallinga, 2009). Laboratory dose response curves were fitted using a single saturating exponential passing through the origin. Single grains were accepted for final analyses only when interpolation of the sensitivity-corrected natural signal on the dose response curve: 1) resulted in a finite dose estimate; 2) uncertainty on the natural test dose response was less than 20 % (test doses are given in Table 1); 3) were not affected by equivalent dose error > 30 %; and 4) passed the recuperation- (< 5 %), recycling- (< 20 %) and IR-depletion ratio tests (< 5 %). In addition, grains were rejected when exhibiting D<sub>e</sub> signals exceeded saturation level (2 D<sub>D0</sub>) as suggested by Wintle & Murray (2006). Average dose recovery test ratios were calculated using the CAM.

Dose recovery tests were undertaken for each sample by applying two different laboratory doses and three different types of light exposure for bleaching. One applied dose was chosen to be close to the natural D<sub>e</sub> (Murray & Wintle, 2003) and varied – depending on the sample – between 20 and 208 Gy (Table 1). A second set of dose recovery tests were performed for comparison using a laboratory dose of 185 Gy for the Australian samples (L-EVA-1010 and -1012) and 20 Gy for the Moroccan samples (L-EVA-1083, -1218 and -1221). Single grains from each sample were bleached by 1) the green laser (1 s at room temperature) in the OSL reader, 2) sunlight on the window sill (> 7 days, behind glass and therefore not entirely analogous to natural bleaching conditions), and 3) SOL2 at a lamp/sample distance of 60 cm. Stimulation in the Hönle solar simulator (equipped with a Hönle H2 filter, transmission range > 295 nm) by SOL2 was performed for 5 min to make sure that the individual grains were completely bleached while also avoiding underestimation of the recovered dose, as has been demonstrated for exposure times exceeding 1 hour (Choi et al., 2009). The total amount of individual grains measured for each dose recovery experiment is listed in Table S1.

4. Results

4.1. Acceptance and rejection of individual grains

Detailed information about the rejection of single grains for the different dose recovery experiments is listed in Ta-
Table 2. Australian samples are more likely to give detectable luminescence signals for the chosen test doses (Table 1) than the Moroccan samples (LM 72 – 83 %, Rhasfas 50 – 54 %, TQ I: 58 – 77 %, Table 2). This arises from the variability in intrinsic luminescence properties; the Australian samples generally comprise higher proportions of bright grains than the Moroccan samples (Fig. 1). Out of the grains exhibiting detectable luminescence signals, 14 to 26 % were rejected due to oversaturation (grains showing a \( L_n/T_n \) ratio well above maximum \( L_x/T_x \) value of the generated dose response curve) when administered doses are high (180 – 208 Gy), while this is only the case for 0.3 – 3.1 % of grains when administered doses are small (20 – 49 Gy). Sample L-EVA-1083 (Rhasfas) yields the lowest rejection rate due to oversaturation at high given doses. This is most likely a consequence of its high signal saturation level after administration of a high dose, revealing weighted average \( D_0 \) values > 148 Gy in our dose recovery experiments (Table 1).

\( D_0 \) values calculated for all samples are consistent between bleaching types (Table 1). They do, however, show large variability depending on the given dose, with \( D_0 \) values arising from low administered doses yielding significantly smaller values than those arising from high doses. This is most likely caused by the different regeneration doses of the dose recovery measurements (Table S2). Maximum regeneration doses are considerably smaller after low given doses in comparison with high given doses. These results indicate that \( D_0 \) can presumably only be accurately determined when dose response curves are taken up to large doses.

Oversaturated grains were excluded from further analyses of rejection criteria in Table 2 to avoid statistical bias between dose recovery experiments with high and low given doses. As previously mentioned, regeneration doses vary in dose recovery experiments depending on the size of the given dose (Table S2). Therefore, observed differences in criteria causing rejection of individual grains between low and high given doses might partly be caused by those different measurement parameters. Depending on the sample site, individual grains are more likely to be rejected after a low administered dose due to poor recycling ratios (LM), insufficient test dose signals (TQ I) or a combination of both (Rhasfas). While TQ I samples at high given doses only show a significant increase in rejection rates due to \( D_e \) errors exceeding 30 %, samples from LM are additionally affected by single grains failing the 2\( D_0 \) criterion. Single grains from Rhasfas increasingly fail due to recuperation values of > 5 %.

The number of individual grains passing all rejection criteria for dose determination varies considerably between sampling locations (LM: 10 – 24 %, Rhasfas: 5 – 11 % and TQ I: 4 – 17 %; Table 1, Fig. 3a). Although a large number of single grains were rejected due to oversaturation solely when given doses were high, there is no clear correlation – with the exception of sample L-EVA-1010 (LM) – between the proportion of accepted grains and the size of the given dose. It is interesting to note that exceptionally high acceptance rates (11 – 24 %) were achieved for all samples when low doses were applied following green laser bleaching (Fig. 3a).

### 4.2. Differences observed in dose recovery ratios

Figure 3b summarizes the results of the measured/given ratios for each sample in the dose recovery experiment. The Australian samples from LM (L-EVA-1010 and -1012) and sample L-EVA-1221 from TQ I (Morocco) yield dose recovery ratios within 7 % of unity after low given doses, regardless of bleaching type (Fig. 3b, Table 1). By contrast, when given doses are high, these samples underestimate the measured/given ratios by 14 – 33 %. For the remaining Moroccan samples from Rhasfas (L-EVA-1083) and TQ I (L-EVA-1218), recovery ratios vary between 1 – 17 % and 6 – 25 % of unity following low and high applied doses, respectively.

The type of bleaching source appears to influence dose recovery ratios for the Moroccan samples (Rhasfas and TQ I). SOL2 stimulation at small given doses consistently results in values with the lowest (1 – 4 %) deviation from unity. Bleaching by sunlight results in the highest (7 – 17 %) devi-
4.3. Overdispersion variability in recovered doses

It has been shown that even under the controlled laboratory conditions of dose recovery tests, whereby all extrinsic factors can be excluded, $\sigma_{OD}$ values of 7 – 12 % are nevertheless observed in single grain dose distributions (Jacobs et al., 2006; Reimann et al., 2012; Thomsen et al., 2005). This intrinsic $\sigma_{OD}$ is caused by luminescence characteristics inherent within sand grains from a sample.

We calculated the $\sigma_{OD}$ values for each single grain dose recovery test. The results, together with the $\sigma_{OD}$ values from the natural $D_s$, are plotted in Figure 3c (see also Table 1). The behaviour of the Australian material (LM) and sample L-EVA-1221 (TQ I) differs from the other Moroccan samples by consistently revealing intrinsic $\sigma_{OD}$ values of $\sim$10 % when administered doses are small, and substantially increased $\sigma_{OD}$ values of up to 35 % following larger given doses. For samples L-EVA-1083 (Rhafas) and L-EVA-1218 (TQ I), $\sigma_{OD}$ values of 5-10 % (Table 1) are observed for almost all dose recovery test parameters. This is consistent with intrinsic $\sigma_{OD}$ values reported in previous studies. A remarkable increase in $\sigma_{OD}$, however, can be observed for L-EVA-1083 when a small dose was given after sunlight bleaching (22 %), for L-EVA-1218 when a high administered dose was combined with green laser stimulation (19 %), and for both samples when high given doses and SOL2 were used (25 – 27 %).

Applying SOL2 stimulation prior to a high given dose results in the highest $\sigma_{OD}$ (19 – 35 %) in all samples, except L-EVA-1010 (LM). For the sake of completeness, it should be noted that for sample L-EVA-1012 (LM) the intrinsic $\sigma_{OD}$ following green laser (25 %) and SOL2 bleaching (35 %) at...
high given doses exceeds the value determined from the natural $D_e$ (24%, Fig. 3c). Those values are, however, not entirely comparable, since the given dose (185 Gy) is considerably higher than the natural $D_e$ estimate (~21 Gy) and, therefore, intersection of the sensitivity-corrected natural signal of the individual grains occurs along different parts of the dose response curves. Intrinsic $\sigma_{OD}$ after sunlight stimulation of the material prior to a high given dose (12%) is entirely comparable to the $\sigma_{OD}$ obtained for all bleaching treatments and small administered doses (6–11%).

Given the highly variable results of our dose recovery experiments, we cannot confidently specify the proportion of intrinsic $\sigma_{OD}$ within the natural $D_e$ $\sigma_{OD}$ for most samples. Comparisons of the internal $\sigma_{OD}$ from the dose recovery experiments close to the expected natural $D_e$s with the measured $\sigma_{OD}$ from the natural $D_e$s of each sample indicate that considerable proportions of the $\sigma_{OD}$ value are caused by extrinsic factors. As neither post depositional mixing, nor incomplete bleaching is likely for any of our samples (Doerschner et al., in revision; Fitzsimmons et al., 2014; Rhodes et al., 2006), high extrinsic $\sigma_{OD}$ most likely results from heterogeneous dose rates (Lomax et al., 2007). Autoradiography was undertaken at the University of Bern to verify this assumption by highlighting spatially resolved radiation inhomogeneities in our samples following the procedure described in Rüfer & Preusser (2009). Autoradiographs are shown in Figure S3; high-radiation emitters are visible as black hotspots and indicate dose rate heterogeneity, thereby explaining the high values obtained for external $\sigma_{OD}$. Furthermore, visual inspection under a microscope indicates that carbonate shielding of quartz grains, which could introduce further variation in microdosimetry by reducing the dose rate received by individual grains (Olley et al., 1997), might additionally affect L-EVA-1083 (Rhafas). This effect is, however, absent from LM and TQ I samples.

5. Discussion

5.1. Dose recovery and overdispersion

In this study the dose recovery characteristics of single quartz grains of archaeological samples from two Moroccan (Rhafas and TQ I) and one Australian (LM) site were examined.

The Australian samples consist of highly sensitized, bright quartz grains which are able to recover a small laboratory given dose (close to their natural $D_e$) within 6% of unity and homogeneously ($\sigma_{OD}$ 6–11%) over a large number of individual grains. By contrast, when administered doses are high (185 Gy), the total number of single grains passing rejection criteria decreases (Table 1), while $\sigma_{OD}$ increases (12–35%) and the measured/given dose ratio is systematically underestimated by up to 33%.

For the Moroccan samples, the results are variable. The samples originate from two cave sites and consist of individual quartz grains significantly less bright than the Australian samples. These results suggest that the Moroccan material underwent comparatively fewer sensitization cycles (cycles of dose and light exposure) than the Australian samples (Moska & Murray, 2006; Pietsch et al., 2008). Dose recovery ratios and $\sigma_{OD}$ values in sample L-EVA-1083 (Rhafas) and L-EVA-1218 (TQ I) are highly variable (Fig. 3). Single grains from these samples recover low administered doses with similar accuracy (1–17%) and precision ($\sigma_{OD}$ 5–22%) as high doses (within 6–25% of unity, $\sigma_{OD}$ 6–27%). They also do not show significant dependency on the bleaching treatment. Therefore, it seems most likely that the results reflect a sample-specific response to the chosen dose recovery test parameters (bleaching type and size of administered dose).

For sample L-EVA-1221 (TQ I), however, measured/given dose ratios and $\sigma_{OD}$ values are clearly dependent on the magnitude of the given dose. Consequently, our results suggest that the SAR protocol would have to be declared as unsuitable for dating sample L-EVA-1221, in the case where a standard dose recovery test with a given dose close to the expected natural $D_e$ (205 Gy) is applied. L-EVA-1221, however, passes a SAR suitability check when applied doses are low (20 Gy). Interestingly, L-EVA-1218 (TQ I) and L-EVA-1083 (Rhafas) pass standard SAR suitability checks when green laser bleaching is applied, yet fail after sunlight or SOL2 treatment, when given doses are close to their expected natural $D_e$ (180 and 208 Gy, respectively).

Our contradictory results raise questions as to the validity of dose recovery tests in general, and more particularly as to the adequate choice of test parameters to interrogate the suitability of the SAR protocol. The Moroccan material is in general less sensitive than the Australian samples. While single grain signal intensity in all samples correlates positively with accuracy of measured/given ratio when given doses are small, even bright grains are not necessarily able to reproduce a given dose > 180 Gy with any accuracy. The observed variability in intrinsic $\sigma_{OD}$ in our samples is alarming, particularly when considering that the correct assessment of natural $\sigma_{OD}$ is critical for reliable age determination. Underestimation of the intrinsic, and thereby overestimation of the extrinsic, $\sigma_{OD}$ might result in misinterpretation of single grain dose distributions and/or selection of inappropriate statistical age models. Autoradiographs suggest that increased values of extrinsic $\sigma_{OD}$ in all samples result from variations in their microdosimetry.

5.2. Single grain rejection criteria

Application of single grain rejection criteria significantly reduces the amount of acceptable grains in each dose recovery experiment presented in this study. The justification of single grain standard rejection criteria (recycling, IR depletion and recuperation) has been recently questioned in several studies (e.g. Geach et al. 2015; Guérin et al. 2015; Thomsen et al. 2012; Zhao et al. 2015. Thomsen et al. (2016) reported that standard rejection criteria for single grains “do not result in significant changes in either dose or overdispersion of the single grain distributions” in the samples that they investigated. To investigate the impact of the chosen single
Figure 4. Dose recovery ratio and total amount of accepted grains as a function of single grain $D_0$ values in dose recovery experiments, with high given doses for each sample in this study.

Grain rejection criteria in our dose recovery experiments, we compared dose recovery ratios and $\sigma_0D$ values both before and after application of single grain rejection criteria (Table 1 and Table S3). The dose recovery ratios prior and subsequent to application of rejection criteria are – with the exception of L-EVA-1218 following green laser bleaching and a low given dose – indistinguishable from one another within the given error ranges. $\sigma_0D$ values, however, were reduced considerably (up to 12%) following application of rejection criteria in 15 out of the 30 dose recovery experiments. We, therefore,
argue that rejection of individual grains due to the chosen criteria reduces $\sigma_{OD}$ values significantly in our experiments.

We further investigated the impact of applying the $D_e > 2D_0$ and the $D_e$ error $< 30\%$ criteria in our samples. We undertook this exercise in response to the argument that those criteria are more likely to reject individual grains with high dose estimates rather than low dose estimates, and may consequently bias our single grain dose distributions toward underestimated dose recovery ratios and reduced $\sigma_{OD}$ values. We calculated dose recovery ratios and $\sigma_{OD}$ for each experiment in this study using all rejection criteria listed in Section 3, with the exception of $D_e > 2D_0$ and $D_e$ error $< 30\%$ (Table S4). Our results from this exercise indicate that application of those two rejection criteria has no significant impact on dose recovery ratios and $\sigma_{OD}$ values, in 29 out of 30 experiments. Only in sample L-EVA-1083 following green laser bleaching and a high given dose, do dose recovery ratios improve and $\sigma_{OD}$ is significantly reduced. We then compared dose recovery test results prior to application of rejection criteria (Table S3), with results when all rejection criteria, except the $D_e > 2D_0$ and the $D_e$ error $< 30\%$ were applied (Table S4). This comparative exercise shows that $\sigma_{OD}$ values are still significantly reduced for 14 out of 30 dose recovery experiments, and for only one dose recovery ratio. Our findings suggest that there is no clear justification for the assumption that application of $D_e > 2D_0$ and $D_e$ error $< 30\%$ criteria bias single grain dose distributions in our samples. Furthermore, our results also do not indicate that those two rejection criteria cause the apparent reduction of $\sigma_{OD}$ observed prior and subsequent to application of rejection criteria – at least in the case of the samples analysed in this study.

5.3. Bleaching methods

The impact of different bleaching methods on the dose recovery characteristics of individual grains is almost negligible when given doses are small (Fig. 3, Table 1). With the exception of L-EVA-1083 following sunlight bleaching, all measured/given ratios lie within unity and $\sigma_{OD}$ ranges from 5 – 11 %. It is, however, interesting to note that a combination of green laser stimulation and low given doses consistently yields the highest proportions of acceptable grains in all samples.

When given doses exceed 180 Gy in the dose recovery experiments, variability in dose recovery ratios and $\sigma_{OD}$ increases substantially compared to results following low administered doses. No obvious pattern can be observed when comparing results following sunlight and green laser bleaching, leading to the conclusion that there is most likely an additional factor influencing dose recovery results that is best described as a sample-specific response to dose recovery test parameters. This assumption is supported by the fact that both the proportion of accepted single grains, as well as the specific rejection criteria, show dependency on the sampling location.

SOL2 bleaching results – with the exception of L-EVA-1010 – considerably underestimate dose recovery ratios (25 – 32 %) and oversee a substantial increase in $\sigma_{OD}$ (19 – 35 %) for all samples. In their study, Choi et al. (2009) observed an underestimation of the given dose (10 – 150 Gy) by ∼20 % after SOL2 treatment (> 1 h) as a consequence of sensitisation of the quartz signal during or after the first OSL measurement. Although we chose a relatively short SOL2 stimulation time (5 min) in our experiments, and sample L-EVA-1010 seemed not to be affected at all, we cannot rule out that sensitisation of the material might have taken place either during bleaching treatment or preheating prior to the first OSL signal measurement.

5.4. Administered dose

In our experiments, the most conspicuous factor driving dose recovery characteristics and especially $\sigma_{OD}$ is the size of the administered dose, as has previously been argued by Thomsen et al. (2012). Determined measured/given ratios and their associated $\sigma_{OD}$ in three out of five samples are undeniably dependent on the given dose, as is the oversaturation criterion for rejection of single grains.

Thomsen et al. (2016) showed that the dependency of dose recovery ratio and $\sigma_{OD}$ on the administered dose can be eliminated in dose recovery experiments (with given doses > 30 Gy) by excluding individual grains with $D_0$ values greater or equal the given dose. They argue that underestimation of dose recovery ratio is related to the inclusion of grains with comparatively small $D_0$ values, and that by applying the $D_0$ selection criterion one is likely to discard saturated grains that might otherwise bias dose recovery test results. Following the procedure described in Thomsen et al. (2016), we plotted dose recovery ratios for our experiments with high given doses (> 180 Gy) as a function of $x > D_0$, with $x$ ranging from 0 – 200 Gy (Fig. 4, Table S5). In addition, we show the total amount of accepted grains that pass all rejection criteria for each $x > D_0$. Our observations are similar to those made by Thomsen et al. (2016); dose recovery ratios generally increase with increasing $D_0$ value. At a threshold value of $D_0 > 125 – 175$ Gy (depending on the sample), however, dose recovery ratios appear to decrease. This is probably linked to the small quantity of individual grains passing $D_0$ rejection criterion > 125 Gy (Table S5), which may be too few to allow reliable statistical age modelling. Although both dose recovery ratios and $\sigma_{OD}$ improve in most of our experiments when the $D_0$ exceeds the given dose criterion is applied (Thomsen et al., 2016), the dose recovery ratios falling closest to unity in most of our samples occurred when $D_0 > 125 – 175$ Gy. This is the case even though not all recovery ratios lie close to unity, as was shown by Thomsen et al. (2016). The total amount of accepted grains from our samples are, however, significantly reduced to fewer than 15 grains (for 10 out of 15 experiments). Thus, we conclude that while rejection of individual grains based on their $D_0$ values can significantly improve dose recovery ratios and the associated $\sigma_{OD}$, it also reduces the quantity of accepted grains overall. This might present problems for statistical age modelling.
6. Conclusion

Our results demonstrate that while the main driving factor influencing beta dose recovery test ratios and $\sigma_{OD}$ on single quartz grains is the size of the administered dose, sample-specific responses to chosen test parameters (size of the given dose, bleaching type) can also significantly alter the obtained results. High variability in dose recovery test results was observed that is unlikely to be derived solely from the size of the administered dose, particularly for the less sensitized Moroccan samples. Therefore, caution is advised when performing dose recovery tests on samples which are likely to have undergone relatively few sensitization cycles. We conclude that further studies are required to improve our understanding of the range of effects that irradiation time and laboratory bleaching method might have on individual samples.
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With recent major improvements in luminescence dating resulting from new developments in methodology and instrumentation, luminescence dating has become a much more powerful chronometric tool. These new developments have been widely used in geological applications, but there are very few publications testing their applicability in archaeology. This study aims to test the applicability of two major new techniques in luminescence dating to archaeological problems. In the first part, we report the first application of using the stable infrared stimulated luminescence signal measured at elevated temperature (290°C) to pottery samples from Pella, Jordan. The average Optically Stimulated Luminescence (OSL) age is 2850 ± 220 years (n=35), with the overall uncertainty dominated by systematic uncertainties; this agrees well with the range of 14C ages of 2970 to 3270 cal. years BP for the same destruction horizon.

The method is also applied to the dating of young heated artefacts from three different archaeological sites in Denmark, one from the early Pre-Roman Iron Age 200 BC to AD 100, and two from the Viking period between AD 800 and 1200. No previous radiometric dating has been reported for these sites. Quartz OSL ages were derived to support the archaeological associations, and compared to the new feldspar ages. On average, there may be a small overestimation of feldspar ages compared to those from quartz, but if so it is only of significance for the heated stone samples.

The second part of the research investigated the application of OSL dating to sediment deposition in the arid zone directly resulting from human activities (well digging and construction of irrigation channels). Quartz and feldspar luminescence signals were both measured to provide two estimates of luminescence ages, and both ages are in agreement with each other, and with the archaeological assumption of the site age.

In the last part, a very recently developed technique, rock-surface dating, was applied to a three rocks sampled from the Jibal al-Gadiwyt kite structure in southern Jordan. By examining the resetting of OSL with depth and time, this approach was able to provide detailed information about the burial and light-exposure history of the rock. The derived construction and burial ages (based on rock-surface dating but confirmed by sediment dating) are 10,000 years; considerably older than the archaeologically assumed age of 6000 years.

By using a variety of archaeological sites, this study demonstrates the immediate usefulness and future potential of recent developments in OSL dating. The accuracy of these and other luminescence dating methods, and the ability of luminescence to date otherwise undatable material, opens up many new and exciting opportunities in archaeology for the future.
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In the beginning of the 20th century, Albrecht Penck & Eduard Brckner (1901/1909) developed the concept of four large scale Quaternary alpine glaciations extending into the alpine foreland. Since then, the Northern Alpine Foreland (NAF) has played a major role in the investigation of glacial and furthermore paleo-climatic events. However, a numerical chronology has as yet not been established. This study focuses on dating the glaciofluvial deposits attributed to the penultimate glaciation (parallelized with MIS 6 in Austrian geological maps) when vast areas of the inner Alps were glaciated. In the easternmost part of the north draining valleys of the Alps, the glaciers did not reach the foreland, but formed valley glaciers confined by the mountainous terrain. Samples for luminescence dating purposes were taken from glaciofluvial sediments mainly deposited in the form of river terraces in the alpine foreland. A total of 24 samples from
methods have made it possible to recover the recipes used by ancient painters as well as to determine the age of the art itself. The interpretation of ancient rock art from around the world has been considerably aided by the acquisition of such data. However, there is still much to do. Palaeolithic rock art in Europe and Australia were the main beneficiaries of these developments. In other parts of the world, such as southern Africa and Canada, few dates have been obtained, and little in the way of paint characterisation studies exists.

This Ph.D. project explores direct dating of rock art from sites in southern Africa and in the Canadian Shield, using radiocarbon and optically stimulated luminescence. It introduces a new preliminary detailed characterisation of the sample to be dated, which makes it possible to select the samples which are the most likely to be successfully dated. Moreover, it reduces the necessary size of the sample. Using complementary instrumentation and methods, the characterisation results bring relative dating information if linked with superpositioning information, and where no superpositioning exists, or information is not available, they can give clues as to the composition and history of a panel or a site.

Characterisation reveals the type of carbon-based paint used, which can then be radiocarbon dated, for example, charcoal, soot, or carbon-blacks. This information is essential for understanding the age obtained. At the same time, this characterisation records the presence and estimates the proportions of radiocarbon contaminants in the samples, such as calcium oxalates, calcium carbonates and humic acids. A chemical pre-treatment can then be adapted to dissolve all the contaminants detected, checked with Fourier-Transform Infra-Red (FTIR) analysis. Using these methods, 46 dates were obtained on rock art sites from southern Africa. These include the first ever dates from rock art in Lesotho and in Botswana and constitute the largest dating project on rock art ever undertaken in this part of the world.

Optically stimulated luminescence (OSL) cannot give a definitive date for rock art, but the experiments carried out for this project proved that this technique may be applied under specific conditions: where the rock support is suitable for OSL dating, given a thick paint layer and sufficient exposure of the rock face to daylight.

In the Canadian Shield, none of the dating methods was applicable. However, the precise characterisation conducted on the paints reveals different paint recipes in the same site giving new clues to reconstruct some parts of the “chaîne opératoire” of the site.

Characterisation of paint and dates obtained in this project make it possible to start developing a dialogue between the archaeological record of hunter-gatherer activity preserved in paint and that preserved in occupational deposits.

A PDF of this thesis can be downloaded from: http://www.archipel.uqam.ca/
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A total of 17 samples were collected for OSL dating from a Swift Creek archaeological site, known as Harrison Ring, which lies on the Tyndall Air force peninsula in northwest Florida. High-resolution vertical sampling conducted at 10 cm intervals from the surface was performed in order to determine the timing of occupation at the site, and to look for patterns in radiation dosimetry and post-depositional disturbance that can compromise OSL results. We find OSL ages determined using both 0.5 mm aliquots and single grains at the archaeological levels (approximately 1751 ± 339 years ago) to be consistent with the timing of early Swift Creek cultures on the Florida Gulf Coast. The ages we report are both consistent with radiocarbon dates taken at Harrison Ring, and those taken at other Swift Creek sites on the Gulf Coast. In general, we find OSL equivalent doses that show high overdispersion and skewness that we attribute to beta-microdosimetry and possible bioturbation in the profiles. We also present results from a test with a dosimetric technique employing Al\textsubscript{2}O\textsubscript{3} : C chips. By using Al\textsubscript{2}O\textsubscript{3} : C dosimeters, we find that large variability in beta dose rates exist in the sedimentary profile at Harrison Ring. We also show that the best agreement with independent age control at this site exists when calculating ages using a beta dose rate from NAA/DNC and gamma dose rate from Al\textsubscript{2}O\textsubscript{3} : C dosimetry.

A PDF of this thesis can be downloaded from: https://macsphere.mcmaster.ca/handle/11375/18378
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The luminescence dating method has great potential in the development of low temperature thermochronology, due to its low equivalent closure temperatures of 35-80°C. It can determine the instantaneous denudation rate and true uplift rate, which is faster than the regional exhumation rate, especially for the last 1 million years. The luminescence signal is a result of the competing effects between the trapping of electrons induced by irradiation and the decay of trapped electrons by heating. The dimensionless luminescence signals are evaluated by the equivalent dose (D\textsubscript{e}). The D\textsubscript{e} value corresponds to the apparent age, which is the time elapsed from the equivalent closure temperature to the present. Numerical simulation indicates that the equivalent closure temperature is dependent on the activation energy E and frequency factor s of electron traps, and the cooling rate \( \eta \). Protocols of D\textsubscript{e} determination were evaluated and improved for this thermochronological study. Single aliquot regenerative dose isothermal thermoluminescence (SAR-ITL) and the multiple aliquots regenerative dose thermoluminescence (MAR-TL) protocols were studied using quartz from rock samples collected in the Nujiang (Salween) River of Tibet, China. In the SAR-ITL protocol, temperatures of 235 and 255°C were selected for the isothermal thermoluminescence (ITL) measurement. A cutheat (preheat) to 245 and 265°C were used to remove the thermoluminescence (TL) signal from lower temperature peaks, respectively. The integral of ITL signal between 10-20 seconds was used for D\textsubscript{e} calculation. In the MAR-TL protocol, a cutheat (preheat) of 235°C was used to remove the low temperature peaks. D\textsubscript{e} values at temperatures of 250-290°C were used for the thermochronological study. The SAR-ITL D\textsubscript{e} values appeared to be 40-50°C lower from D\textsubscript{e}(T) plots of MAR-TL. It was indicated that the SAR-ITL and MAR-TL protocols were both appropriate for the thermochronological studies, and the MAR-TL was more efficient in the D\textsubscript{e} measurement. This is because the MAR-TL protocol can measure D\textsubscript{e} values of different TL peaks in one run. The TL signals at different heating temperatures have different thermal stabilities, and, hence, multiple thermometers of different closure temperatures can be identified from a single TL signal curve. Thus, a group of apparent ages can be obtained for a single sample in one measurement. The signals of K-feldspar were also explored in the thermochronological study because they were stronger and had better reproducibility. The TL and ITL signals were studied with different measurement procedures, including the multiple aliquots additive dose protocol (MAA), as well as MAR and SAR protocols. The MAA-TL, MAR-TL, MAA-ITL, MAR-ITL and SAR-ITL protocols were compared by measuring the natural C\textsubscript{D} of the K-feldspar samples. The MAR-ITL protocol was not appropriate for the K-feldspar thermochronology work, because it produced a sizeable underestimation at 295°C. The MAR-TL and SAR-ITL protocols have potential to be applied in future thermochronological studies of K-feldspar. The Fugong valley of the Nujiang River and the Longyangxia Gorge of the Yellow River were selected to apply the luminescence dating method to qualify the uplift and river incision processes in the eastern margin of the Tibetan Plateau, China. The MAR-TL protocol was used in the measurement of D\textsubscript{e} values. Quartz grains were extracted from twenty samples collected at different elevations on the valley slope. The apparent age results indicate an accelerated incision from 0.4 mm/yr at 263 ka to 18.8 mm/yr at 8 ka. This acceleration increased dramatically since 25 ka. From 263 ka to the present, the valley had been incised \( \sim 1042 \) m. The equivalent closure temperature based on depth of incision is 41-46°C. This was consistent with a
Climate and tectonics are important processes that sculpt the surface of Earth and control other geomorphic and sediment transport processes. Therefore understanding of timing and amplitude of the past seismic and tectonic history of area during the geological past is needed to inform the planning of built and other infrastructures. This calls for the development of long time series of patterns and nature of release of stress as earthquakes. This thesis examined three possibilities to reconstruct the timing of the past earthquakes using both theoretical calculations from first principles and their field/laboratory validations in respect of the use of luminescence dating technique to date most recent thermal or optical exposure of sedimentary material related to earthquakes. Three possible archives of the chronology of past earthquakes are the sand dikes, the fault gouges and tectonically sculpted landforms.

Earlier studies on sand dikes indicated a reduced luminescence signal in dikes compared to host and this was despite the absence of any obvious possibility of thermal or daylight bleaching. Following recent preliminary works, this thesis examined in detail the aspect the flash heating of sediment in sand dike due to grain friction and inferred that heating up to few hundred degrees could occur during the injection of dike. Critical parameters were sediment viscosity, width of the dike and injection velocity. Effect of these parameters on rise in temperature was examined. Flash heating reconciled with thermal zeroing of luminescence signal and was validated by luminescence dating and analysis of luminescence properties of the sand dike and host samples from NorthEast (Assam). These studies suggested that resetting of luminescence due to viscous heating during injection of sand dikes did occur. Experimental validation included the estimation of extent of heating in dike samples by laboratory measurement. For this sensitivity of 110 °C TL peak of quartz was used.

The second possibility of dating past earthquakes/tectonic events was via the dating of rock material that gets pulverized during the movement along a fault viz. the fault gouge. Heat excursion due to slip was simulated along with heat dissipation and it was seen that sufficient heat to reset luminescence can be generated for slip of about 15 cm. This can be dated using luminescence to provide a direct age of the seismic event.

The third possibility of dating tectonic events was via the dating of fault scarp and river channels affected by the earthquakes. The principal conclusion of the thesis is that flash heating under suitable conditions can result in the zeroing of luminescence. Thermal zeroing of luminescence can result in resting of signal in dike and gouge material. Conventional sediment dating using luminescence also enables constraining timing of past seismic events using material from scarps. These possibilities therefore make luminescence dating an attractive option for dating of past earth quakes and tectonic events.

In rocky terrains, catastrophic earthquakes lead to the formation of the gouge material. Extent of heating in the fault gouge material was estimated by theoretical calculations and validated with the experiments in laboratory. Attempt was also made to understand the effect of stress on the quartz grains. Quartz grains were stressed by dropping different mass from different heights and luminescence from these stressed grains were recorded. The results show the pattern of reduction in luminescence due to the applied stress on the samples.

The luminescence studies were also made using standard laboratory protocols on the dike, fault gouge and fault scarp samples to estimate the time of tectonic events. Based on the studies on sand dike samples four earthquake events of M>6 were identified in NorthEast Shillong. Analysis of fault gouge samples suggested two earthquakes in SikkimDarjeeling Himalaya. Fault scarp samples suggested that the present Allah bund scarp was an outcome of two major earthquakes in the area.

A PDF of this thesis can be downloaded from: http://shodhganga.inflibnet.ac.in/ and from http://14.139.122.29/webopac/main.aspx
The presented research aims at direct dating of historical constructions, the interdisciplinary issues of which have a high significance in the field of archaeology. The objective was to put into practice a dating method dealing with mortars, a category of materials more convenient and much more representative for the chronology of buildings than brick or wood constructions that may be reused. Current attempts in mortar dating focus on the radiocarbon method which has, however, its limitations that persist despite more than forty years of applications. Thus, dating of mortars by optically stimulated luminescence (OSL), firstly mentioned in the literature in 2000, may become an interesting alternative. The basic premise in such an analysis is that quartz in the sand used for making mortar is optically zeroed during the preparation process. The moment to be dated is the last exposure of mortar to light, before being embedded within the masonry and hidden from light.

The monuments dated in this Ph.D. thesis constitute a group of reference structures from the Gallo–Roman antiquity to the Middle Ages well-dated by other independent chronological approaches. The objective is to compare the chronology obtained by OSL with the known one and thereby to proof the validity of the method. The OSL dating procedure of mortars is complicated due to numerous factors. First of all, due to the short exposure to light the optical bleaching of quartz grains in mortar is not homogeneous. In addition, the young age of the dated material (maximally 2000 years old in our case) implies signals of a weak intensity and a necessity to adapt conveniently the measurement protocol. Finally, especially the coarse-grained mortars can be affected by microdosimetric effects of high variability. All these factors are taken into account when selecting a convenient dating methodology comprising the following stages: characterization of mortar by optical microscopy, by SEM-EDX and by beta autoradiography, the measurement of individual archaeological doses by the single grain technique and the determination of the annual dose rate by low background gamma spectrometry, \( A_{\text{H}_{2}O} \) dosimetry and inductively coupled plasma mass spectrometry.

The study shows that archaeological mortars can be bleached during the preparation process. The individual analysis of each grain is here the only way how to get the precise information about the nature of the material studied. The work raises important methodological questions on the evaluation of single grain distributions and points out the importance of the material characterization before realizing the SG-OSL dating.

As a result of this 3-year project studying the set of 33 mortars, we are able to present today the convenient methodology for dating mortars by OSL obtaining a good agreement between OSL and reference ages for many samples. The promising potential of the method was demonstrated on undated mortars sampled during the archaeological research in the crypt of the Saint Seurin basilica, Bordeaux. This represents a step forward in the fields of archaeology and construction history.

A PDF of this thesis can be downloaded from: [www.u-bordeaux-montaigne.fr](http://www.u-bordeaux-montaigne.fr) (contact: urbanpetra@seznam.cz)

**Jingran Zhang**

Responses of Late Quaternary sediments to climate change—Luminescence dating of coastal, lacustrine and aeolian deposits from northern China and Germany

June 2016

Freie Universität Berlin, Berlin, Germany

Degree: Dr. rer. nat.

Supervisors: Prof. Dr. Manfred Frechen, Dr. Sumiko Tsukamoto

Chronology is the backbone of history. Geochronology plays the same role in geosciences research. Optically stimulated luminescence (OSL) dating is one of the most intensively and commonly applied numerical dating techniques in determining the age of Late Quaternary sediments. This dissertation focuses both on quartz OSL dating applications of various Late Quaternary sediments and on methodological development in feldspar luminescence dating. Given validation of any dating method by comparison with other methods is necessary, radiocarbon dating is carried out as independent age control whenever possible. The research samples were collected from three different sedimentary archives, which are the Garding-2 core (240 m) drilled in the Eiderstedt Peninsula from the German North Sea coast, loess in central and western Qilian Shan in northwestern China and Huangqihai Lake from the East Asian monsoon marginal area in northern China.

The quartz OSL dating using single-aliquot regenerative-dose (SAR) protocol is primarily carried out for all three case studies. For the Garding-2 core, sand-sized quartz fractions are extracted from the uppermost 26 m of the core. The luminescence performance demonstrated that the quartz OSL signals from the coastal sediments were sufficiently bleached prior to deposition. The OSL ages coupled with \(^{14}\text{C}\) ages are proven to be reliable and robust. For the loess sediments from the central and Qilian Shan area, fine-grained quartz fractions are used to conduct OSL dating. A relatively larger uncertainty of the quartz OSL ages is observed for some of the loess samples due to their low OSL sensitivity, which is probably related to a short sedimentation history of the particles from the source region to depositional site. The routine
quartz OSL dating encounters major problems in dating the samples from Huangqihai Lake due to the chemical irremovable feldspar contamination and the samples from the deeper part of the Garding-2 core because of the quartz signal saturation. To deal with the feldspar contamination, a post-IR OSL dating protocol using pulsed stimulation is employed to discriminate against the unwanted feldspar signals. Typical quartz OSL signals are observed after pulsing indicating that the feldspar contamination can be sufficiently removed. The obtained pulsed OSL ages are generally in stratigraphic order in the geographical context and agree with independent age control from four radiocarbon ages.

By applying the suitable dating protocols of quartz OSL, the chronological frameworks of each sedimentary archive are established. The 16 ka coastal sedimentary record generated from the Garding-2 core reveals that after last deglaciation the transgression started in the early Holocene and the sea level reached the core site at around 8.3 ka and continued to rise with a decelerated rate until around 3 ka. In northern China, the OSL chronology of loess demonstrates that the deposition of dust was widespread since the last deglaciation (~13 ka) until ~3.6 ka in the northern piedmont of the central and western Qilian Shan area. During the last glacial period, loess sedimentation is only sporadically and episodically registered which is dated back at least to ~80 ka. The OSL ages obtained from a series of outcrops from Huangqihai Lake in northern China indicated a lake highstand during the early Holocene (~108 ka). The previously reported high lake level during MIS 3 that extensively occurred in northern and western China is not supported by the current record.

As an alternative dosimeter, feldspar has much higher saturation doses compared to quartz, which shows great potential in extending the age range of luminescence dating and thus allowing the determining of older geological events (likely back to Mid-Pleistocene). The recently developed post-IR IRSL (pIRIR) dating of feldspar at elevated temperature is tested using either sand-sized K-rich feldspar or polymineral fine grains from the Garding-2 core sediment and the Qilian Shan loess. The pIRIR and the corresponding IR50 signals are systematically investigated under various preheat and stimulation temperatures in terms of residual dose, fading rate and dose recovery measurements. Previously reported general behaviours of the pIRIR signal are confirmed, e.g. the higher preheat and stimulation temperatures are used, the higher residual and lower fading can be expected. The pIRIR dating of feldspar yields ages up to more than 400 ka without saturation, which is very promising for the investigation of the deeper part of the Garding-2 core. The pIRIR \( D_e \) plateau is observed for the polymineral fine grains from four loess samples with different ages. However, the dating implication of the pIRIR \( D_e \) plateau cannot be fully understood so far. Further investigations are still imperative in order to unveil the fundamental mechanisms of the pIRIR signal.

A PDF of this thesis can be downloaded from: http://www.diss.fu-berlin.de/diss/receive/FUDISS_thesis_000000101982
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Conference Announcements: **German LED 2016**

**German Luminescence and ESR Meeting**

4.-6.11.2016, Emmendingen

The meeting is this year organised by the Chair in Sedimentology of Albert-Ludwig-Universität Freiburg. Venue will be the hotel Windenreuther Hof in Emmendingen ([http://hotel-windenreuter-hof.de/](http://hotel-windenreuter-hof.de/)). The hotel is located in a beautiful position in the transition from the Black Forest towards the Upper Rhine Graben. We will all stay together in the hotel where the meeting will take place. The meeting starts on Friday at ca. 14:00, and closes Sunday ca. 12:00.

The all-inclusive registration fee comprises the conference costs, accommodation and meals. It depends on the room category (further information is found on the registration form):

- **Single room:** EUR 240,- (payment until 15.09., afterwards EUR 270,-)
- **Two bed room:** EUR 200,- (payment until 15.09., afterwards EUR 230,-)
- **Three bed room:** EUR 185,- (payment until 15.09., afterwards EUR 215,-)

Please visit the webpage: [https://www.sedimentologie.uni-freiburg.de/german-led-2016](https://www.sedimentologie.uni-freiburg.de/german-led-2016)

The regular registration deadline ends **15.09.2016**. Afterwards we have to add a late registration addition of EUR 30,-. Please send the filled-out registration form as well as all requests and suggestions regarding the meeting to the following email address: [led2016@geologie.uni-freiburg.de](mailto:led2016@geologie.uni-freiburg.de)

Best wishes and see you soon,
Frank Preusser und Team
Dear Colleagues

Rhodes University, South Africa, is pleased to announce the 15th International Conference on Luminescence and Electron Spin Resonance to be held in Cape Town, South Africa, in September 2017. This is the first time the conference will have been held in Africa and the local organising committee is looking forward to welcoming delegates to Cape Town. The conference topics will include but are not limited to the following:

- Basic physical processes and materials’ characteristics
- Instrumentation and procedures
- Advances in equivalent dose determination
- Advances in dose rate determination
- Innovative dating approaches
- Applications in Earth and Planetary Sciences
- Applications in Archaeology
- ESR: advances and applications

The conference website is at www.led2017.com.

Makaiko Chithambo

Chairman, Local Organising Committee
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